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Abstract

A robust communication infrastructure is the touchstone of a Smart Grid that
differentiates it from the conventional electrical grid by transforming it into
an intelligent and adaptive energy delivery network. To cope with the rising
penetration of renewable energy sources and expected widespread adoption of
electric vehicles, the future Smart Grid needs to implement efficient monitoring
and control technologies to improve its operational efficiency. However, legacy
communication infrastructures in the existing grid are quite insufficient, if not
incapable of meeting the diverse communication requirements of the Smart
Grid.

Being one of the two available 4G technologies in the world, the IEEE 802.16-
based WiMAX (Worldwide Interoperability for Microwave Access) networks
can significantly extend the reach of a Smart Grid by allowing fast and reliable
communications over a wide coverage area. However, the unique characteris-
tics of machine-to-machine (M2M) communications in the Smart Grid pose a
number of interesting challenges to the conventional telecommunications net-
works, including WiMAX. Hence, considerable uncertainties exist about the
applicability of WiMAX in a Smart Grid environment.

The aim of this thesis is to offer an in-depth study of M2M communications
over a WiMAX network in the Smart Grid. To fulfil this aim, it first conducts
a detailed, technology agnostic review on the application characteristics and
traffic requirements of several major Smart Grid applications and highlights
their key communication challenges. Based on this review, it develops a range
of traffic models for some key Smart Grid traffic sources, namely, smart meters,
synchrophasors, and protective relays. Through a series of simulation studies,
it then highlights a number of quality of service (QoS) and capacity issues
that these applications may face within a conventional WiMAX network. A
key observation from these studies is that the random access plane is the key
bottleneck for supporting many of these M2M applications over a conventional
WiMAX network.



To further analyse the performance of the random access plane, this thesis de-
velops a comprehensive analytical model that incorporates all the key features
of the code division multiple access (CDMA) based random access mecha-
nism, such as multi-user multi-code transmission, parallel code detection, and
back-off and retransmissions. Through this model, it formulates a number of
solutions, such as an enhanced random access scheme to detect a large num-
ber of random access codes, a differentiated random access strategy to provide
QoS-aware access service to various M2M devices, and an adaptive radio re-
source management scheme to ensure an efficient utilisation of the random
access resources. Moreover, it proposes and investigates a heterogeneous net-
work (HetNet) architecture to reap maximum benefits from a WiMAX network
by improving its coverage and allowing flexible data aggregation. Finally,
it presents a number of application-specific optimisations to reduce radio re-
source utilisation and/or improve the performance of a WiMAX-based Smart
Grid communications network.

Many of the WiMAX specific analyses, results, and solutions in this thesis
can be applied to other M2M applications beyond the Smart Grid. In addi-
tion, most of the traffic models developed and application-specific optimisa-
tions performed are technology agnostic; therefore, they are equally applicable
to other wireless technologies, such as the 3GPP (3rd Generation Partnership
Project) based LTE (Long Term Evolution).
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Chapter 1

Introduction

Since its inception, the basic structure of today’s electricity grid has remained unchanged.

For decades, the electrical grid has been a strictly hierarchical system where electric power

flows unidirectionally from generating plants towards consumer loads (see Figure 1.1). Due

to the absence of appropriate communication infrastructures in the distribution domain, the

existing grid effectively operates in an open-loop manner, where the control centre has no

or limited real time information about the dynamic change in load and system operating

conditions [1]. This poor visibility and lack of situational awareness have made the grid

susceptible to frequent disturbances, which often turn into major blackouts and brownouts

due to cascading failures [2].

Figure 1.1: The existing electricity grid with unidirectional power flow.

1
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Over the last decade, rising awareness about the adverse effects of climate change has

prompted governments across the world to reduce their greenhouse gas emissions by pro-

moting renewable energy sources like solar and wind power. According to a report pub-

lished by the Clean Energy Council of Australia, a record 13.14 per cent of Australia’s

electricity generation was produced by renewable sources in 2012, which is on track to

meet the national 20 per cent Renewable Energy Target by 2020 [3]. Moreover, electric

vehicles (EVs) are being considered as one of the promising solutions to reduce carbon

emissions and fossil fuel dependence. With the increasing adoption and use of EVs, they

are expected to become a major load to the grid in the near future. For instance, according

to a study by the Australian Energy Market Commission (AEMC), EV sales are projected

to be around 20 per cent of total sales by 2020, and up to 45 per cent by 2030, considering

a moderate uptake; this will impose an additional peak demand of 8.2 per cent (1900 MW)

on the Australian national grid [4].

As most renewable energy resources are connected to the distribution domain of the grid,

their wide-scale integration with the existing grid reverses the traditional direction of power

flow. Moreover, EVs may also act as storage devices and feed power back to the grid,

smoothing out the natural intermittency of renewable energy sources; this further strength-

ens the case for reverse power flows in the distribution grid. To enable bidirectional energy

transfer and improve its operational efficiency, the existing grid needs advanced monitor-

ing and control technologies to stabilise its operating parameters (e.g., voltage, current and

frequency) and optimally balance its load-supply profile. Against the backdrop of these

challenges, the concept of the next generation electricity grids, known as ‘Smart Grid’,

has emerged to address the shortcomings of the existing grid. According to the U.S. De-

partment of Energy (DOE), one of the major advocates of the concept, the Smart Grid is

a distributed and automated energy delivery network that provides two-way flow of elec-

tricity and information, and enables near-instantaneous balance of supply and demand by

incorporating the benefits of distributed computing and communications [2]. Thus, a robust

communications infrastructure acts as a key enabler for the Smart Grid, differentiating it

from the conventional grid by allowing information exchange among its different entities

for data acquisition, monitoring, control and protection applications [5].
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Although global Smart Grid implementation activities are still in the early stages and most

commercially deployed applications are limited to automatic meter reading (AMR), utili-

ties need to consider other prospective applications to deploy a future-proof communica-

tions network. Hence, utilities from all over the world are facing a major challenge of

finding the most appropriate technology that can satisfy their current and future communi-

cation needs. Therefore, it is vital to conduct a comprehensive study to properly assess the

feasibility and performance of a candidate communications technology for the Smart Grid.

1.1 Background

While the notion of a Smart Grid is relatively new, many utilities already have their own

telecommunications infrastructure, mostly based on wireline networks, such as fibre-optic

and cable. They are typically used for narrowband applications in substations and the con-

trol centre. However, with the ever increasing portfolio of Smart Grid applications, the

utilities need a ubiquitous communications network that can provide sufficient bandwidth

to support a large number of devices with a wide range of traffic requirements. A pos-

sible solution may be to extend the existing wireline network. However, extending this

to hundreds or thousands of homes and businesses for utility purposes alone is time and

cost prohibitive. In contrast, contemporary wireless technologies have matured enough to

provide reliable coverage to a vast number of users. Moreover, they are fast, reliable, and

relatively easy to install, have a low cost per bit, and do not require major construction ef-

fort or structural intervention in buildings. Further, many support mobility, and can provide

mobile workforce connectivity to employees for logistics and asset management services

[6].

Among the contemporary wireless technologies, the fourth generation (4G) cellular wire-

less networks are particularly well suited to meet the existing and future communication

needs of a Smart Grid. They offer several key benefits/advantages, such as ubiquitous cov-

erage, broadband capacity, low latency, enhanced quality of support (QoS), and built-in

security capabilities. Other technologies, such as narrowband digital radio networks, sec-
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ond/third generation (2G/3G) cellular networks, and wireless local area networks (WLANs)

can support some applications, but not all. For example, the 2G/3G networks are well-

known for their good coverage and have enough bandwidth to support metering applica-

tions, but they do not have the required capacity for high-bandwidth data applications,

such as synchrophasor reporting and remote surveillance. In contrast, WLAN may support

some of these applications, but typically lacks the ubiquitous coverage needed to support

metering applications and the QoS mechanisms required to support mobile workforce ap-

plications.

Of the two recognised 4G wireless technologies by the international telecommunication

union radiocommunication (ITU-R) sector, both WiMAX (Worldwide Interoperability for

Microwave Access) and 3GPP (3rd Generation Partnership Project) based LTE (Long Term

Evolution) are strong contenders to build the next generation Smart Grid communications

networks. While WiMAX is based on the IEEE 802.16 family of standards, LTE evolved

from the previous generations of 3GPP standards, such as GSM and UMTS. Despite fierce

competition in the global 4G market, both WiMAX and LTE have many similarities in their

technical features. For example, both of them use orthogonal frequency division multiplex-

ing (OFDM) to combat multipath fading, multiple-input multiple-output (MIMO) antenna

system for increased throughput, and scalable bandwidth allocation for flexible spectrum

usage.

In recent years, many utilities around the world have already started (or in the process of)

deploying 4G wireless based advanced metering infrastructure (AMI) networks as a first

step towards the Smart Grid. For example, the world’s first WiMAX-based AMI network

is under deployment by SP-AusNet in Victoria, Australia; UQ communications in Japan is

deploying about seven million WiMAX-enabled smart meters over the next 10 years; Cen-

ter point energy in Texas, U.S. is building an AMI network of 2.3 million WiMAX-enabled

smart meters from General Electric (GE). Other major WiMAX-based AMI projects in-

clude Ausgrid (Australia), Salzburg AG (Austria), PPL Electric (U.S.), and A and N Elec-

tric Cooperative (U.S.) [7]. Conversely, several other utilities and network operators in the

USA are planning to deploy LTE, instead of WiMAX for their Smart Grid/AMI commu-
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nications network. However, while most telecommunications operators around the world

have chosen LTE over WiMAX due to its ability to collaborate and coexist with the 2G/3G

networks, WiMAX is finding a niche among the utility operators as their preferred Smart

Grid solution.

1.2 Research Motivation

The IEEE 802.16-based WiMAX networks can significantly extend the reach of the Smart

Grid by allowing fast and reliable communications over a wide coverage area. However,

it must be noted that the radio resource management (RRM) techniques of WiMAX, like

other conventional telecommunication technologies, are optimised to support various mul-

timedia applications, such as voice and video. In contrast, the communications require-

ments of the Smart Grid are quite different. In a Smart Grid environment, a communica-

tions network has to support information exchange among a large number of smart meters,

intelligent electronic devices (IEDs), and sensors/actuators, without (or with very limited)

human intervention. This form of communication is often known as machine-to-machine

(M2M) communications; it is autonomous and triggered either by time or events. Each of

these applications has different characteristics and traffic requirements, depending on the

type of the M2M device (e.g., meter, sensor, and controller) and its modes of operation

(e.g., normal, alert, and fault). For example, while the meter reading traffic from a smart

meter is fairly delay tolerant, demand management traffic from the same device is much

more delay sensitive; similarly, traffic priority of a demand management event and a substa-

tion event are quite different. Thus, the coexistence of protection, control, monitoring and

reporting applications poses the additional challenge of strict QoS differentiation within

a multi-service Smart Grid communications network. Therefore, significant uncertainty

exists concerning the applicability of WiMAX in Smart Grid environments.

So far, only a modest amount of research has been conducted into the performance of a

WiMAX network in a Smart Grid environment, mostly by the IEEE 802.16p task groups

within the general framework of M2M communications. In 2010, the IEEE 802.16p work-
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ing group released the ‘M2M communications technical report’, defining the high level

communications requirements for M2M applications over a WiMAX network [8]. Later

in 2012, the IEEE 802.16p amendment was ratified to optimise the IEEE 802.16 air inter-

face to support a number of basic M2M features, such as low power transmission, random

access regulation, small data bursts, and device authentication [9]. However, the amend-

ment mainly focused on the metering applications to support ongoing deployment activities

around the utility world.

It is worthwhile to note that, although AMR is a basic application of the Smart Grid, it is

not the only one. A fully-functional Smart Grid is envisaged as a highly cross-functional

system, which will embed computation, communications and control technologies to sup-

port a number of other advanced applications, such as wide area situational awareness and

protective relaying. This will create a so-called ‘cyber-physical system’ (CPS), where the

communications network will bridge the cyber and physical processes of the grid [10].

Consequently, communications requirements (e.g., throughput, latency, and packet loss)

may vary with the state of these underlying physical processes. For instance, during a fault

event in the grid, a protective relay may trigger trip/block signals that need to be transferred

as quickly as possible to allow fast fault detection and isolation. Hence, the communica-

tions network needs to meet the newly generated QoS requirements for these packets in a

multi-service Smart Grid environment, where multiple applications will contend for net-

work resources with their diverse QoS requirements. Thus, the cyber-physical dynamics of

the Smart Grid creates a new set of problems and research opportunities for each individual

application. This is an area where this thesis makes a number of novel contributions.

1.3 Aim of this Thesis

The aim of this thesis is to offer an in-depth study of M2M communications over a WiMAX

network in the Smart Grid1. To fulfil this aim, it first conducts a detailed, technology ag-

nostic review on the application characteristics and traffic requirements of several major

1The terms IEEE 802.16 and WiMAX are used synonymously throughout this thesis to refer to the current
generation of WiMAX networks based on the IEEE 802.16-2009 standard.
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Smart Grid applications and highlights their key communications challenges. Based on

this review, it develops a range of traffic models for some key Smart Grid traffic sources,

namely, smart meters, synchrophasors, and protective relays. Through a series of simula-

tion studies, it then highlights a number of QoS and capacity issues that these applications

may face within a conventional WiMAX network. A key observation from these studies

is that the random access plane is the key bottleneck for supporting many of these M2M

applications over a conventional WiMAX network. To further analyse the performance of

the random access plane, this thesis develops a comprehensive analytical model that incor-

porates all key features of the code division multiple access (CDMA) based random access

mechanism, such as multi-user multi-code transmission, parallel code detection, and back-

off and retransmissions. Through this model, it formulates a number of solutions, such as

an enhanced random access scheme to detect a large number of random access codes, a

differentiated random access (DRA) strategy to provide QoS-aware access service to vari-

ous M2M devices, and an adaptive RRM framework to ensure an efficient utilisation of the

random access resources. Further, it proposes and investigates a heterogeneous network

(HetNet) architecture based on WiMAX-WLAN synergy to reap maximum benefits from a

WiMAX network by improving coverage and allowing flexible data aggregation. Lastly, it

presents a number of application-specific optimisations to reduce radio resource utilisation

and/or improve performance of a WiMAX-based Smart Grid communications network.

Note that this thesis focuses only on the M2M applications of the Smart Grid. The con-

ventional telecommunications applications, such as voice over internet protocol (VoIP),

streaming multimedia and internet, which will also be present in a Smart Grid communi-

cations network, are not considered. Moreover, while security is a key issue in a large and

complex cyber-physical system such as the Smart Grid, it is not within the scope of this

thesis.
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1.4 Contributions of this Thesis

The specific contributions of each chapter are listed in their respective chapters throughout

the thesis. The key contributions of this thesis are:

• Provides an in-depth review on the characteristics and traffic requirements of several

major Smart Grid applications, namely, AMR, demand response, electric vehicles,

substation automation, wide area measurement system (WAMS), and microgrids,

and summarises their key performance requirements in the context of a multi-service

Smart Grid communications network.

• Develops traffic models for some key Smart Grid entities, such as smart meters,

synchrophasors, and protective relays; conducts a number of simulation studies to

examine their performance over a conventional WiMAX network; and highlights

some key research challenges present in this arena.

• Develops a unified analytical model to evaluate the performance of the WiMAX

random access plane, which was identified as a key bottleneck during simulation

studies of the key Smart Grid traffic sources. The proposed model integrates an ex-

tended Markov chain model with a detailed queuing model to obtain closed-form

expressions for the random access delay and throughput, under both saturated and

unsaturated conditions. Compared to the literature, it incorporates all key features

of CDMA-based random access (CRA) procedures, such as multi-user multi-code

transmission, parallel code detection, and back-off parameters in the performance

analysis matrix.

• Provides an enhanced random access code transmission scheme, which is demon-

strated to detect a large number of codes using a simple, low-complexity detector.

Based on this scheme, a DRA strategy is formulated to provide QoS-aware access

service to various M2M devices in a WiMAX network. Further, an adaptive RRM

framework is proposed based on this strategy that efficiently allocates the random

access resources, which in turn is based on the latency requirement and priority of a

Smart Grid application.



1.5. THESIS OUTLINE 9

• Introduces a multi-tier HetNet architecture based on WiMAX-WLAN synergy to im-

prove coverage and to facilitate hierarchical data aggregation; conducts performance

analysis of the proposed HetNet architecture; and benchmarks the results against a

standalone WiMAX network.

• Presents a number of application-specific optimisations, including a novel EV load

management scheme, an adaptive synchrophasor reporting scheme, and a hybrid mi-

crogrid protection scheme to reduce the communications load of the WiMAX-based

Smart Grid communications network.

Before moving on, it should be noted that many WiMAX specific analyses, results and in

this thesis can be applied to other M2M applications beyond the Smart Grid. In addition,

most of the traffic models developed, and the application-specific optimisations performed,

are technology agnostic; therefore, they are equally applicable to other wireless technolo-

gies, such as the 3GPP-based LTE.

1.5 Thesis Outline

The remainder of this thesis is organised into one chapter of overview, five chapters of

contributions, and a chapter of conclusions. The thematic connections among the chapters

of contributions are illustrated in Figure 1.2.

Chapter 3 forms the basis of this study. It develops traffic models and conducts simulation

studies based on the inputs from Chapter 2. Chapter 4 extensively analyses the performance

of the WiMAX random access plane using a unified analytical model, which serves as a

precursor for the performance enhancement activities conducted in Chapter 5. Based on

the capacity and coverage issues identified in Chapter 2 and the random access bottleneck

examined in Chapter 4, Chapter 6 introduces the HetNet architecture to further improve the

utility of a WiMAX network for Smart Grid communications. Lastly, Chapter 7 presents

a number of application-specific optimisations to reduce the radio resource usage of the

WiMAX network for EV charging, synchrophasor and microgrid applications reviewed in

Chapter 3.
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Figure 1.2: Thematic connections among the contributing chapters of this thesis.

Excerpts of each chapter are elucidated as follows:

Chapter 2 presents an overview of the communications architecture of the Smart Grid

based on the IEEE 2030-2011 standard for Smart Grid interoperability. In particular, it

describes the three key communications entities of a Smart Grid wide area network (SG-

WAN) , which is the focus of this thesis; these are: the neighbourhood area network (NAN),

the field area network (FAN), and the workforce mobile network (WMN). This is followed

by an in-depth review of the characteristics and traffic requirements of some major Smart

Grid applications and a summary of their key performance requirements in the context of a

Smart Grid communications network.

Chapter 3 develops traffic models and conducts OPNET-based simulation studies of the

three key Smart Grid M2M traffic sources, namely, AMI/smart meters, synchrophasors/phasor

measurement units (PMUs), and protective relays over a conventional WiMAX network.

These studies provide unprecedented insight into the characteristics and performance of

these applications and identify a number of key capacity and QoS issues that require ad-

dressing to further optimise and improve their performances.
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Chapter 4 further examines the WiMAX random access plane, which was identified as a

key bottleneck for the Smart Grid M2M applications during the simulation studies of the

previous chapter. A comprehensive analytical model is developed to accurately analyse

the performance of the CRA mechanism in WiMAX. Compared with the literature, the

model incorporates unique features of the CRA procedure, such as multi-user multi-code

transmission and parallel code detection in the performance analysis matrix. The unsatu-

rated conditions are captured through a detailed queuing analysis and integrated with an

extended Markov chain model to obtain closed-form expressions for the random access

delay and throughput, under both saturation and non-saturation conditions. The accuracy

of the model is validated by an extensive set of simulation results, based on OPNET.

Chapter 5 is devoted to the random access bottleneck of the WiMAX network through a

number of cross-layer approaches. First, an efficient code transmission scheme is proposed,

where the fixed/low-mobility M2M devices pre-equalise their random access codes using

the estimated frequency response of the slowly-varying wireless channel. Consequently,

the base station (BS) can detect a large number of codes using a simple, low-complexity

detector, as their mutual orthogonality remains preserved. Next, a DRA strategy is pro-

posed to provide QoS-aware access service to various M2M devices. Finally, an adaptive

RRM framework is proposed based on this strategy that efficiently allocates the random

access resources based on the latency requirement and priority of a Smart Grid application.

Chapter 6 argues the case for a multi-tier HetNet to better serve the Smart Grid applica-

tions using a WiMAX network. WLAN is used as the partner technology for the HetNet,

alongside WiMAX, due to their technical similarities, as well as the commercial availability

of the dual radio WiMAX-WLAN routers. The behaviour and performance of the HetNet

are examined through a number of simulation studies based on OPNET. The results are

benchmarked against a standalone WiMAX network.

Chapter 7 presents a number of application-specific optimisations, such as a novel EV load

management scheme, an adaptive synchrophasor reporting scheme, and a hybrid microgrid

protection scheme, to reduce the communications load of the WiMAX-based Smart Grid

communications network. The performance of these applications is demonstrated using a
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number of simulation studies based on OPNET.

The last chapter summarises the main contributions and results presented throughout this

thesis, followed by some thoughts on future research directions.

1.6 List of Publications

During the start of this research in early 2011, Smart Grid was still a fledgling concept.

Therefore, the author had to publish a number of papers to establish possible Smart Grid ap-
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The majority of the papers were published in peer-reviewed conferences to keep pace with

ongoing research activities from the Smart Grid community. The complete list of publica-

tions related to this research is given below.
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• T. Ustun and R. Khan, Multi-terminal hybrid protection of microgrids over wireless

communications networks, IEEE Transactions on Smart Grid, May 2014 (submitted
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International Refereed Conference Proceedings
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Chapter 2

M2M Communications in the Smart

Grid: A Review

The next generation Smart Grid is envisaged to use advanced monitoring, control and pro-

tection technologies to enable active customer participation, integrate distributed energy re-

sources and implement self-healing functionalities. A ubiquitous communications network

is the key enabler of such a complex, multidimensional energy delivery system, allowing

information exchange among a large number of distributed devices over a vast geographic

area. Much information exchange will take place between: two or more end devices; or an

end device and a remote server located either in a local/regional substation or the central

control centre, with no or minimal human interaction. This form of communication is of-

ten characterised as M2M and is considered a building block of the so-called ‘Internet of

Things’ (IoT).

Although at present, most of the commercially available Smart Grid applications are limited

to smart metering and non-real time demand side management, utilities need to consider

other prospective applications. They need to develop a future-proof network that can satisfy

their current and future communications needs. Therefore, to properly study the use of a

4G broadband wireless network such as WiMAX for Smart Grid communications, it is vital

to acquire detailed knowledge about its architecture and applications.

The aim of this chapter is to provide a detailed overview of the characteristics and traffic

15
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requirements of some of the key Smart Grid M2M applications, namely: AMR, demand re-

sponse, EVs, substation automation, microgrids and wide area measurement, and highlight

some of their key performance requirements in the context of a Smart Grid communications

network.

The rest of the chapter is organised as follows. Section 2.1 reviews the IEEE 2030-2011

standard for Smart Grid interoperability to develop an understanding of the Smart Grid

communications architecture and identify its key components. Section 2.2 describes the

application characteristics and traffic requirements of the aforementioned Smart Grid ap-

plications, and highlights their key communications challenges. Section 2.3 summarises

the performance requirements of these applications. Finally, Section 2.4 concludes the

chapter 1.

2.1 Communications Architecture of the Smart Grid

To study the applications of a Smart Grid, it is important to develop an understanding of

its architecture first. Although it is very difficult to reach a consensus about the archi-

tecture and scope of a highly cross-functional infrastructure as the Smart Grid, the IEEE

2030–2011 standards are widely accepted as the industry’s first guideline regarding its ar-

chitecture and interoperability [12]. It provides the Smart Grid interoperability reference

model (SGIRM) that uses a systems-level approach to provide guidance on interoperability

among various components of communications, power systems and information technol-

ogy platforms in the Smart Grid. The communications technology perspective of SGIRM

provides a broad set of communications technologies to interconnect Smart Grid genera-

tion, transmission, distribution and customer domains. Together they constitute an end-to-

end (E2E) Smart Grid network. A representative model of the E2E Smart Grid network

architecture, based on the IEEE 2030 standard is provided in Figure 2.1.

The power generation and transmission domains in Figure 2.1 are generally comprised

of large substations that already have legacy communication infrastructures in place. A
1The contents of this chapter has been published as a review paper in vol. 57, no. 3 of the Elsevier journal

Computer Networks in Feb 2012 [11].
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backbone network connects these substations with the utility control center and third party

networks using mostly wireline infrastructures, such as digital subscriber line (DSL), fibre

and cables. The power distribution domain contains substation and feeder equipments, as

well as end-user loads over a vast geographic area. A wide area communications network,

such as WiMAX, connects these infrastructures with the utility control centre. Additionally,

it provides ‘last mile’ connectivity to the customer premises to support various end-user

applications within a home area network (HAN) or a building area network (BAN) or an

industrial area network (IAN). A backhaul network connects this wide area network (WAN)

with the utility’s backbone network.

Figure 2.1 clearly shows that the WAN acts as a communications hub for the E2E Smart

Grid network, connecting the power generation, transmission and distribution domains to

enable grid-wise monitoring and control applications. Since the aim of this thesis is to study

the application of a wide area wireless network (i.e., WiMAX) in the Smart Grid, the terms

‘Smart Grid WAN’ and ‘Smart Grid’ communications network are used synonymously

throughout the thesis.

The IEEE 2030 standard further specifies a logical architecture for the Smart Grid WAN,

comprised of the following three subnetworks: (i) NAN for customer premises; (ii) FAN

for the utility infrastructures; and (iii) WMN for the utility workforce, as shown in Figure

2.2. A brief description of these logical subnetworks is given in the following subsections.

2.1.1 Neighbourhood Area Networks

A NAN is the logical representation of an AMI system that connects customer premises

with the utility control centre. The basic constituent of a NAN/AMI network is a smart

meter that performs a variety of intelligent metering tasks, such as consumption metering,

power quality monitoring, and can also optionally perform load control activities. Addi-

tionally, a smart meter may act as an energy services interface (ESI) that allows a private

network (e.g., a HAN) to exchange information with the AMI system. It supports a number

of advanced applications, such as remote load control, monitoring and control of distributed

energy resources and EVs, in-home display of customer usage, and reading of non-energy
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Figure 2.2: Logical architecture of a Smart Grid wide area communications network.

meters (e.g., water and gas). Figure 2.3 illustrates the types of connectivity within a Smart

Grid NAN. The end-points of a NAN can either be a standalone smart meter or data ag-

gregation point (DAP) that collects data to and from a group of smart meters and sends

the aggregated information to the meter data management system (MDMS) via a backbone

network.

2.1.2 Field Area Networks

The FAN is responsible for facilitating information exchange between the utility control

centre and the distribution substation and feeder equipments for various monitoring, con-

trol and protection applications. The distribution substations convert high voltage (HV)

electricity into low voltage, as required by homes and businesses. In addition to voltage

transformation, they also isolate faults and are used as a point of voltage regulation. In

a Smart Grid environment, they will be equipped with advanced monitoring and control

equipments, such as remote terminal units (RTUs), phasor measurement units (PMUs) and

IEDs, to perform various substation automation functions. The distribution feeders include
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Figure 2.3: Types of connectivity within a Smart Grid NAN.

transmission lines, cable poles and towers to provide electricity connection to customer

premises. They also act as a point of common coupling (PCC) for the distributed energy

resources (DERs) and microgrids, which are connected with the distribution side of the

grid. Moreover, there might be a number of sensor and actuator networks overlaid along

the distribution feeders for distribution supervision and monitoring applications.

2.1.3 Workforce Mobile Networks

The WMN is used by the utility’s workforce to provide dispatch, maintenance and normal

day-to-day operations. Typical requirements of a WMN include broadband connectivity

to employees, including virtual private network (VPN), VoIP and geographic information

system (GIS) based applications for logistics or asset management. Moreover, in-vehicle

applications and fleet telematics, such as location-based services (LBS) with global posi-

tioning system (GPS) based tracking and navigation and automatic vehicle locating (AVL),

are also expected to be integrated with the WMN system [6]. The WMN should be able to

access both NAN and FAN via the WAN to collect information from the smart meters and

field devices.

The typical communication requirements of a WMN are similar to that of standard non-
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M2M telecommunication services, such as voice, video and internet applications. In addi-

tion, mobility support is typically required for many of these applications. However, since

the focus of this thesis is mainly the M2M communications in the Smart Grid, applications

related to the WMN are out of its scope.

2.2 Key Smart Grid Applications

Based on the two logical subnetworks of a Smart Grid WAN—for instance, NAN and

FAN—a plethora of applications with different requirements and features are expected to

emerge. However, to limit the scope of this thesis, only a selected set of applications are

considered, which have drawn significant attention from the industry and research com-

munities. In the rest of this section, we discuss the characteristics and traffic requirements

of these applications and highlight some key challenges in the context of a Smart Grid

communications network.

2.2.1 Automatic Meter Reading

AMR uses communication systems to collect meter readings, as well as events and alarm

data from meters. It is the most basic and simplest Smart Grid application. Several pub-

lished standards are available for AMR applications. Of these, American National Stan-

dards Institute (ANSI) C12.19-2008, IEEE 1377-2012, and International Electrotechnical

Commission (IEC) 61968-9 are the prominent ones [13, 14, 15]. Both the ANSI C12.19

and the IEEE 1377-2012 standards provide specifications for the communication syntax

for data exchange between the end device and the utility server, using binary codes and

extensible markup language (XML) contents. However, the scope of the IEC 61968-9

standard is more general and covers various aspects of AMR communications, including

meter reading, meter connect/disconnect, meter data management, outage detection, and

prepaid metering. Based on the IEC 61968-9 standard, some major AMR communications

scenarios are listed below:
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• Meter Reading. Smart meters may send meter readings according to a schedule defined

by the MDMS. In addition, both the customer and the MDMS may request meter readings

on demand for billing inquiries, outage extent verification, and verification of the restora-

tion;

• Meter Events and Alarms. Smart meters may report various meter health events and

alarms to notify of hardware, configuration or connection issues. Examples of such com-

munication include: diagnostic alarms, tamper alarms or other unusual conditions. In ad-

dition, the meters can participate in periodic software and firmware upgrade activities;

• Grid Events and Alarms. Smart meters may collect information related to grid events

such as momentary outage, sustained outage, low or high voltage, and high distortion. They

can then send the report to the MDMS as an event or alarm. This information could be used

for outage analysis, maintenance scheduling or capacity planning;

• Others. Smart meters may support other advanced applications such as: receiving pricing

information, supporting prepaid services, and supporting customer switch between energy

suppliers.

Typically, an AMR network comprises a large number of devices, as it has to collect mea-

surements from each residential and commercial meter within its coverage. For example,

according to the Smart Grid Priority Action Plan 2 (PAP2) report released by the U.S. Na-

tional Institute of Standards and Technology (NIST), meter density is 100, 800 and 2000

per Km2 for rural, suburban and urban areas respectively [16].

Note that in the event of a widespread power outage, affected meters may be required to

send a ‘last gasp’ alarm to the control centre. As meters are expected to operate without

battery backup and rely on the charge stored in a capacitor to send this alarm, it needs to

be sent out within a few hundred milliseconds [8]. Hence, providing network access to a

large number of devices within a short interval is an important requirement for the AMR

applications.

The AMR applications also have a very small data rate. For example, a typical meter read-
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ing report is 100–200 bytes [16]. This requires a very high signalling overhead per packet

due to the signalling messages associated with establishing network connectivity. More-

over, the protocol overhead associated with each packet is also very high. For example, a

100 byte meter reading payload associated with a 40 byte IPv6 (IP version 6) header and

a 20 byte transmission control protocol (TCP) header, may yield a protocol overhead of

60 per cent. Hence, increasing data transmission efficiency by minimising signalling and

protocol overheads is another key requirement for AMR applications [8].

2.2.2 Demand Response

Demand response (DR) enables a utility operator to optimally balance between power gen-

eration and consumption, either by offering dynamic pricing or by implementing various

load control programs.

The dynamic pricing programs are intended to reduce energy consumption during peak

hours by encouraging customers (through various incentives) to limit energy use or shift

use to other periods. In such supplications, the primary role of a communications network is

to convey pricing information to the smart meter/ESI of the customer premises in the form

of a price signal. The customer, upon receiving the price signals, takes necessary steps to

regulate his or her energy consumption. Currently, several dynamic pricing programs exist

in the market [17]:

• Time-of-use (TOU) - The day is divided into contiguous blocks of hours with varying

prices, with the highest price for the on-peak block,

• Real time pricing (RTP) - The price may vary hourly and is tied to the real market cost

of delivering electricity,

• Critical peak pricing (CPP) - This is the same as TOU, except it is only applied on a

relatively small number of ‘event’ days, and

• Peak time rebates (PTR) - Customers receive electricity bill rebates for not using power

(during peak periods).
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A more advanced DR operation executes remote load control (RLC) programs, where the

response of household appliances to price signals is automated with the help of M2M com-

munications and intelligent appliance control techniques. For example, a thermostat can be

programmed by a remote server to increase set-point temperatures in response to a critical

peak pricing event signal.

For RLC programs, the loads can be classified into the following three categories based on

their ability to be regulated:

• Interruptible Loads. These loads can be interrupted during the peak period and shifted

to another time. Examples of such loads include: water pumps, dryers and dishwashers.

However, these loads will again come to the grid when the waiting period is over. For

instance, the load from the water pumping system can easily be shed for as long as the

water is available in tanks. However, after load shedding, the tanks have to be filled again,

causing a rebound of the load to the grid [18]. These loads require a simple load control

signal to interrupt and re-schedule the process;

• Reducible Loads. These loads can be reduced to a lower level for a certain amount of

time. For example, during the peak hour, refrigerator or air-conditioner thermostats can be

set at a higher temperature, which will reduce the overall load. These loads need periodic

interaction with the remote DR server during the load regulation time;

• Partially Interruptible Loads. These loads can be partially interrupted over the peak

period by limiting the run-time cycle. For example, a 50 per cent cycling would result

in 30 minutes of run-time per hour. Examples of such loads include: air-conditioners,

electric heaters, washing machines and electric cookers. These loads require two load

control signals to start and end the limited cycle mode.

Among DR applications, communication loads varies according to the connected loads and

the DR method used. For price-based programs, the communications load is very low, as an

event notification followed by an acknowledgment message is sufficient for each session.

A more intense information exchange is required for RLC programs. Among these, the
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communications load for the interruptible loads are smaller, as a few control signals are

sufficient to interrupt and resume the load for a certain time. Conversely, for reducible

and partially interruptible loads, the communications load is higher, as they need frequent

control information exchange during the load regulation period.

The overall communications requirements for the DR applications depend on a range of

factors, such as the operator’s policy, system loading, wholesale energy price and weather

conditions. Moreover, many of these factors are inter-related. For example, on a hot sum-

mer day, electricity demand can increase significant, along with the wholesale energy price.

As a result, the DR controller may have to execute a number of RLC sessions simulta-

neously. In turn, this will increase the traffic load in the underlying Smart Grid com-

munications network. Hence, the communications network should be robust enough to

cope with such busy traffic. In contrast, most price-based DR programs are based on pub-

lisher/subscriber mechanisms, where a remote server sends pricing signals to the subscribed

nodes using multicast techniques. Although the transmission of pricing information is gen-

erally delay tolerant, they require reliable communication and are therefore very sensitive

to packet loss.

2.2.3 Electric Vehicles

EVs are the motor vehicles with rechargeable battery packs that can be charged from the

distribution feeder. While EVs may be charged at both public charging stations and home,

domestic charging is expected to be the most popular choice, considering its flexibility

and low overhead cost [19]. Charging EVs at home can operate either in a controlled or

uncontrolled manner. According to the analysis presented in [20], most EV users will return

home and plug the EV into the charging system in the evening. With uncontrolled charging,

this may coincide with the normal evening peak of the grid, which may significantly affect

the stability and reliability of the overall power system [21].

To mitigate the above problem, the concept of ‘Smart Charging’ has emerged; this enables

coordinated charging of EVs, using the two-way communication capabilities of the Smart

Grid. Since EVs remain parked for a longer period, and the trip schedule is often known
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Figure 2.4: Illustration of smart EV charging using the Smart Grid communications infras-
tructure.

ahead, they provide a higher degree of load shifting ability. Moreover, EVs can be used as

distributed storage devices, absorbing excess energy from renewable energy sources, and

feeding power back to the grid under the vehicle-to-grid (V2G) operation [22]. Hence, an

obvious extension of the smart charging concept is to incorporate real time DR programs

known as ‘Demand Dispatch’ [23]. Demand dispatch aims to aggregate a large number

of controllable loads, like EVs, to improve grid energy efficiency by optimally balancing

its load-supply profile. One promising way to achieve this goal is to use EV fleets for

night time valley-filling of the daily load curve [24]. A simple illustration of the smart EV

charging concept is provided in Figure 2.4.

Smart Charging Architecture

The key instrument behind the ‘Smart Charging’ concepts is a centralised EV charging

controller (EVCC) located at the utility’s control centre, which is responsible for coordi-

nating each energy transfer session in real time to accommodate the time-varying nature of

the total available power and the number of EVs being charged. To accomplish this, the

EVCC sends control signals to and receives the state of charge (SoC) of the battery from the

EV charging station (EVCS) using the Smart Grid communications network. The message

exchanges during an EV charging session are depicted in Figure 2.5 (based on [25]).

As shown in Figure 2.5, once the vehicle has been plugged in, the EVCS sends an initial

charging request to the EVCC, specifying the battery parameters (e.g., battery size, rated
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Figure 2.5: Application message exchanges during a smart EV charging session.

capacity, SoC) and the charger properties (e.g., voltage, current, maximum charging rate,

charger efficiency). The EVCC then authenticates the vehicle, authorises the charging re-

quest, and starts the charging control process through a series of ‘continue’ messages. Note

that the instructions passed in the ‘continue’ message depend on the algorithm used for the

EV load management purpose. For example, the algorithm might control the charging

process either by controlling charging start times or by regulating charging rates, or both.

Against each ‘continue’ message, the EVCS sends a ‘SoC update’ message to inform the

EVCC about the current SoC battery level. The process is repeated until an ‘end’ message

is transmitted, either by the EVCC (battery charged fully) or by the EV (plugs-out from the

system). The ‘end’ message is followed by an energy consumption report and a ‘connection

close’ message.
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Communications Load

According to the application model in Figure 2.5, each EV charging session comprises

a number of fixed messages for initialization, vehicle authentication, energy transfer au-

thorisation, and metering purposes. In addition, the EV uses the SoC update message to

periodically update its charging status. Thus, the communications load (in bytes) for the ith

EV charging session is given by

li = lFixed + lVariable = lFixed +ni ∗ lSoC, (2.1)

where lFixed denotes the number of bytes for the fixed messages, lVariable denotes the num-

ber of bytes for the variable messages, n denotes the number of SoC update messages, and

lSoC denotes the length of each SoC message in bytes. Note that the above load calculation

considers the uplink (UL) communications only. The downlink (DL) communications load

would be almost the same, as each message transaction is paired, that is, comprised of a

UL and a DL component.

To calculate the total communications load (in bytes) of an EV charging application, let us

assume that the charging requests follow a Poisson arrival process, with arrival rate λ , and

that the charging duration (i.e., service time) is exponentially distributed with mean µ [26].

Thus, the traffic intensity ρ of the application is given by

ρ =
λ

µ
β , (2.2)

where β is the percentage of the battery to be charged, which depends on the SoC level

[27].

Similar to [27], we can calculate the blocking probability of the system for M number of

contending EVs using the Erlang B formula as

B =

(
ρM/M!

)
∑

M
i=0
(

ρ i/i!
) . (2.3)
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Using (2.2) and (2.3), we can calculate the total energy requirement E of the system as

E = ρ(1−B).

From the DR’s perspective, EVs are assumed as a partially interruptible load, whose charg-

ing cycle can be reduced during peak periods. Instead of strict admission control (i.e., either

‘reject’ or ‘accept’), the EVCC can allow the contending vehicles to be partially charged,

based on their priority and fairness. For example, the EVCC may allow emergency vehicles

(e.g., ambulance, police cars) to be charged fully, as well as provide prioritised charging to

vehicles whose battery charge has dropped below a certain threshold.

To incorporate the DR effect in the charging process, let us consider a load regulation

factor α , where 0 ≤ α ≤ 1, such that it denotes the degree of partial charging among the

contending vehicles. The concept is similar to the ‘activity factor’ introduced in [27]. With

this assumption, the energy budget of the system Ê is given by

Ê = αρ(1−B). (2.4)

From (2.4), we see that the energy budget of the system can be tuned by the parameter

α , given that the maximum number of allowed EVs remains fixed. The number of SoC

messages for a particular vehicle i is given by

ni =
αβiTi

tSoC
, (2.5)

where T is the time required to reach full battery charge and tSoC is the SoC reporting

interval. Note that the SoC reporting interval depends on the load management algorithm

and may vary between five to 30 minutes. Thus, the overall communications load of an EV

charging system with M EVs can be calculated by using (2.1) and (2.5) as

LTotal =
M

∑
i=0

li = MlFixed +α

M

∑
i=0

βTi

tSoC
lSoC . (2.6)

From (2.6), we see that the total communications load of the EV charging system is tightly
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coupled with the available energy of the system, which can be scaled by the load regulation

factor α .

Key Issues

Note that the SoC update messages are very critical for the EV charging applications, as

the charging controller relies on them to adjust the charging rates. Moreover, they are de-

lay sensitive, since the charger may remain idle and energy may not be transferred (hence,

wasted) until it receives charging instructions against a SoC update message (see Figure

2.5). Hence, a fast and reliable message transfer is a key requirement for EV charging appli-

cations. Therefore, the SoC update messages from different vehicles need to be scheduled

in a way that distributes them over the entire scheduling interval of an EV charging sys-

tem. Otherwise, if all vehicles send SoC update messages simultaneously, the underlying

communications network may experience congestion.

2.2.4 Substation Automation

Substation automation refers to the monitoring, protection and control functionalities per-

formed on transmission and distribution substations and feeder equipments. In the sub-

station automation domain, the IEC 61850 and DNP3/IEEE 1815 are the most widely

adopted standards [28, 29]. While the DNP3 (Distributed Network Protocol, version 3)

standard only provides communication specifications for low-bandwidth monitoring and

control operations, the IEC 61850 standard covers almost all aspects of substation automa-

tion, including real time high-bandwidth protection and control applications. Therefore,

IEC 61850 is gradually becoming the dominant protocol in this field.

Traffic Types

The IEC 61850 standard is based on interoperable IEDs that interact with each other, either

within a substation (e.g., protection signals to circuit breakers) or on feeders (e.g., auto-

mated reclosers and switches along a feeder responding to isolate a fault). The IEC 61850
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protocol is designed to run over standard communication networks based on the Ethernet

and IP standards. To differentiate among various applications, and to prioritise their traffic

flows, the standard defines five types of communication services:

1. Abstract Communication Service Interface (ACSI)

2. Generic Object Oriented Substation Event (GOOSE)

3. Generic Substation Status Event (GSSE)

4. Sampled Measured Value (SMV)

5. Time Synchronization (TS)

The ACSI services include querying device status, setting parameters and reporting and

logging. The GOOSE and GSSE services, together often called generic substation events

(GSE), exchange event and status information (e.g., a binary change of state or an analogue

value crossing the reporting threshold) in real time. The SMV services transfer sampled

analogue signals and status information. The TS service broadcasts the system clock infor-

mation to the IEDs, ensuring measurement accuracy.

Most communications traffic from the IEC 61850-based applications is strictly delay sen-

sitive, acting as a lifeline for underlying protection and control systems. For example, each

GOOSE message contains a time-to-live (TTL) field, which implies that the message will

lose relevance if not delivered within the specified time. To ensure appropriate QoS, the

IEC 61850 standard specifies seven message types, based on their transfer time require-

ments. They are listed in Table 2.1.

Intra-substation Communications

The IEC 61850 protocol was originally designed to support intra-substation communica-

tions only. Hence, the communications architecture comprises three hierarchical levels:

station, bay and process, as shown in Figure 2.6. The process level includes: various

switch-yard equipments of the substation, such as CT/PT, I/O devices, sensors and actua-

tors as well as breaker, switch, transformer, and merging unit (MU) IEDs. The MU IEDs
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Table 2.1: IEC 61850 Message Types and Transfer Time Requirements [28]

Msg. Type Application Services Transfer Time (ms)

1A Fast Message (Trip)
GOOSE, GSSE

3-100
1B Fast Message (Other) 20-100
2 Medium Speed

ACSI
100

3 Low Speed 500
4 Raw Data SMV 3-10
5 File Transfer ACSI >1000
6 Time Synchronization TS (Accuracy)

collect the analogue voltage and current signals from field CT and PT, converts them into

digital format and then transmits to the P&C (Protection and Control) IEDs in the bay

level. The station level contains the human to machine interface (HMI) devices and station

controller computers. The standard also defines two separate Ethernet subnetworks (called

‘buses’) to facilitate QoS implementations. While the process bus handles the delay sen-

sitive communication between P&C IEDs and switch-yard devices, including breaker and

switch IEDs, the station bus handles communication among different bays and with the

station controller. The station bus terminates in an Ethernet-gateway that connects the sub-

station local area network (LAN) with the external networks, including other substations

and the utility control centre.

Inter-substation Communications

Over the last decade, the use of IEC 61850-based GOOSE messaging has significantly im-

proved cost and reliability factors of intra-substation protection schemes, by replacing the

legacy point-to-point wiring with an Ethernet-based LAN(similar to the one in Figure 2.6)

[30]. In recent years, the widespread availability and use of microprocessor-based protec-

tive relaying techniques has renewed the potential for a wide area monitoring, protection

and control (WAMPC) system [31], especially in the context of a ubiquitous Smart Grid

communications network [32, 33, 34, 35]. More recently, IP routing functionality has been

incorporated in the GOOSE profile based on the IEC 61850-90-5 standard [36]. This allows

the Ethernet-based GOOSE messages to be exchanged among different substations under
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Figure 2.6: Architecture of an IEC 61850-based substation automation system.

different IP subnetworks using both unicast and multicast techniques. This important ad-

vancement in inter-substation communications paves the way to use an IP-based integrated

Smart Grid communications network for advanced protection and control schemes in the

power transmission and distribution grid.

Examples of these include distribution pilot protection schemes, such as directional com-

parison blocking (DCB) and permissive over-reaching transfer trip (POTT). They are widely

considered as very effective methods of protecting networked distribution lines in urban and

suburban areas [35]. They use high-speed, peer-to-peer communications among the relays

to facilitate fast fault detection, isolation and restoration. Unlike other protection schemes,

such as line current differential, the pilot relays need to communicate only when there is a

fault, and a simple trip/block signal is sufficient to perform the relaying operation. This is

quite advantageous in terms of communications load.

A ubiquitous Smart Grid communications network can significantly extend the reach of

such protection schemes in a large number of substations over a vast geographic area. Sev-
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eral works have proposed and investigated the use of digital communications in such ap-

plications [32, 33, 34, 35]. The use of wireless communication media such as microwave,

narrow band radio, and spread spectrum radio for pilot protection schemes has been dis-

cussed [34]. In 2005, the IEEE Power System Relaying Committee (PSRC) released a de-

tailed report outlining the use of spread spectrum radio for protective relaying applications.

More recently in 2012, PSRC released another report on protective relaying applications

using the forthcoming Smart Grid communications infrastructure [37]. The use of IEC

61850-based GOOSE messaging for pilot protection application has also been investigated

[38, 39]. More recently, a distribution protection scheme based on GOOSE messaging and

high-speed wireless communication systems such as WiMAX has been proposed [40].

The key communications requirement for such applications is to transfer the protection

signals (e.g., trip, block) within a specified time. Another important requirement is to

send these signals as quickly as possible. This is because operation of the associated

switch/circuit breaker is often delayed by the data communication time, plus some mar-

gin [39]. Hence, the lower the communication delay, the faster the protection scheme will

operate. Depending on the type of protection scheme, the total operating time may vary

from two to six cycles for a distribution line, ignoring the breaker operating time [35].

Considering the operating time of high-speed digital relays (i.e., less than 5 ms), such a

protection signal has a delay budget of around two cycles for the communications network.

2.2.5 Wide Area Measurement

WAMS refers to an advanced sensing and measurement system that continuously monitors

the health of the power grid. In a WAMS, the system state and power quality information

are obtained from the state measurement modules embedded in the PMUs. Unlike con-

ventional measurement systems, the PMUs provide accurate system state measurements in

real time by using GPS to provide a time stamp for each measurement [41]. Due to the

precise synchronisation of the measurements, the utility control centre can obtain high res-

olution phase information, which enables them to initiate a proper response within seconds,

to protect a whole WAN from black-out events [42]. The PMUs were traditionally installed
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Figure 2.7: Communications architecture of a wide area measurement system in the Smart
Grid.

on generation and transmission domains (HV level) because of the conventional top-down

direction of the power flow. However, in a Smart Grid, the PMUs are also expected to be

deployed at the distribution domain (medium and low voltage levels) to enable real time

monitoring of the overall power system [43].

A complete WAMS system comprises hundreds of PMUs deployed at various locations

in the national or regional electrical grid. The PMUs are locally grouped, and the mea-

surements from them are first collected by a phasor data concentrator (PDC) via the local

communication network, as shown in Figure 2.7. The data is then routed to a central control

network (CCN) located at the utility’s core network, via a backhaul network [44]. Here,

the key challenge for a Smart Grid communications network is to provide reliable commu-

nication paths between the PMUs and the PDC within a strict delay bound.

The IEEE C37.118.2–2011 standard provides data communication specifications for the

PMUs [45]. According to the standard, each PMU data packet contains a fixed 16 byte
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Table 2.2: Payload Structure of a Sample Phasor Data Frame

No. Field Size (bytes) Comments

1 SYNC 2 Synchronisation byte
2 FRAME SIZE 2 Number of bytes in frame
3 ID CODE 2 PMU ID
4 SoC 4 Second of Century time stamp
5 FRASEC 4 Time fraction and quality flag
6 STAT 2 Bitmapped Flag
7 PHASORS 4×4∗ No. of Phasors
8 FREQ 2∗ Frequency
9 DFREQ 2∗ Rate of change of frequency
10 ANALOG 2×4∗∗ 2 Analogue Data
11 DIGITAL 1×2 1 Digital data (16 bit field)
12 CHK 2 Cyclic Redundancy Checks

* 16-bit signed integer, ** 32-bit floating-point.

header followed by a variable length message body depending on the number of phasor

readings. Table 2.2 shows a typical payload structure of a sample synchrophasor data

frame.

The overall communications load of a PMU depends on its reporting frequency fs. The

IEEE C37.118.2-2011 standard specifies reporting frequency of 10, 25 Hz and 10, 12,

15, 20, 30 Hz for a 50 Hz and 60 Hz based power systems respectively. The maximum

communication delay d̄PMU between the PMU and the local PDC should be such that a

measurement is received before the next one is available. Thus, it can be expressed as

d̄PMU =
1
fs

(2.7)

2.2.6 Microgrids

Microgrid is a small local electric power system having one or more DER units and loads.

The DERs are small sources of power generation and/or storage connected to the distribu-

tion grid. A DER can be from both renewable and non-renewable sources, and can either
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Figure 2.8: Diagram of a networked microgrid [46].

be a distributed generation (DG) source or distributed storage (DS) source, or both. Exam-

ples of DER include solar panels, wind turbines, combustion turbines, fuel cells and battery

storage systems.

During normal operation, a microgrid is connected to the grid and operates in a syn-

chronised mode. However, in case of any fault or maintenance event, it can operate au-

tonomously in an island mode and is capable of supporting its own load [46]. Microgrids

can be two types, based on their purpose: utility microgrids that serve parts of the utility;

and industrial/commercial microgrids that only serve customer facilities, as shown in Fig-

ure 2.8. In a microgrid, loads and energy sources can be disconnected from and reconnected

to the main grid with minimal disruption to the local loads.

Communications Requirements

The IEC 61850-7-420 extension incorporates different parts of DER/microgrid system in

the IEC 61850 standard. For seamless operation, the DER/microgrid controller needs to

exchange various operating parameters frequently with the utility control centre in real

time. The communication requirements of a DER/microgrid controller include the follow-
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Figure 2.9: A DER/microgrid monitoring, protection and control system based on the IEC
61850-7-420 standard [47].

ing [47]:

• Management of the interconnection points between the DER units and the power sys-

tems they connect to, including local power systems, switches and circuit breakers,

and protection;

• Monitoring and controlling the DER units and the associated the energy conversion

systems, such as reciprocating engines (e.g., diesel engines), fuel cells, photovoltaic

systems, and combined heat and power systems;

• Monitoring and controlling the individual generators, excitation systems, inverters/converters

and auxiliary systems, such as interval meters, fuel systems and batteries; and

• Monitoring the physical characteristics of equipment, such as temperature, pressure,

heat, vibration, flow, emissions and meteorological information.

A representative model of a DER/microgrid monitoring, protection, and control system

based on the IEC 61850-7-420 standard is illustrated in Figure 2.9.
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Protection Schemes

Of the above functionalities, the most challenging are the microgrid protection schemes.

This is because the microgrids have very dynamic behaviour. A DER can act both as a

source and a load (e.g., solar-based DERs). Consequently, the associated fault currents

may no longer flow in one direction [48]. In such a system, differential protection schemes

are more suitable as they are able to operate without prior knowledge of the direction and

level of the fault current directions [49, 48].

The differential protection schemes, such as the line current differential protection (LCDP)

scheme, are well-regarded for their high selectivity and sensitivity with a very low con-

figuration complexity[50]. An LCDP relay works by continuously measuring its local

line-current and comparing it to that of a remote terminal to detect a vector difference in

current. If the difference exceeds a certain threshold, a fault is detected, and the relay oper-

ates. Communications networks play a vital role in such a scheme, as the local and remote

line terminals must exchange their current elements in real time to perform the differential

calculation.

In most modern LCDP schemes, the current elements are exchanged either as digitised

samples of the analogue current or as current phasors with magnitude and phase angle [49].

If current samples are used, synchronisation is typically provided by measuring the round-

trip delay of the communications channel, and then shifting the phase angle of the measured

current accordingly [51]. In contrast, the phasor measurements are time-stamped using a

common timing reference, such as GPS, that eliminates the requirement for a channel-

based synchronisation technique [41]. Moreover, phasor data communication is regulated

by international standards such as IEEE C37.118.2-2011 and IEC 61850-90-5; these allow

the use of commercially available IP and Ethernet-based networks. Hence, phasor-based

LCDP schemes are expected to be the most prevalent in the next generation Smart Grid.

From a communications network’s perspective, the key requirement is to transfer the real

time line current measurements (i.e., current phasors) reliably within a specific delay bound.

The overall communications load from a differential relay depends on two factors: the total

size of the measurement packet, and the rate of measurement. Although a higher measure-
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ment rate may allow a faster response, it comes at the cost of a higher communications

load. In contrast, while a HV transmission feeder requires a high measurement rate (e.g.,

2–4 measurements per cycle) the requirements can be slightly relaxed for a distribution

feeder, considering the relative effects of an outage.

2.3 Performance Requirements & Key Research Challenges

In the previous section, several major Smart Grid applications and their basic networking

architectures and traffic characteristics were discussed. It is clearly evident from those

discussions that a potential Smart Grid communications network needs to support a wide

range of traffic sources with significantly varying QoS requirements. In this section, we

summarise the key performance requirements of these applications, and highlight some

key research challenges in relation to them.

In the case of multimedia applications, while it is important to ensure proper QoS, an even

more vital issue is how the end-user perceives and experiences the service, known as quality

of experience (QoE). Although it is a subjective measure, in the end it determines how

satisfied the user is [52]. For example, a user can tolerate a certain amount of performance

degradation during a voice call, while still having a fair degree of QoE at the end of that

session. Hence, radio resource scheduling techniques for these applications try to optimise

the throughput and/or fairness of the overall session, instead of a single data packet.

In contrast, session duration for most M2M applications in the Smart Grid is typically

brief and involves only a handful of message exchanges. However, many require highly

reliable message delivery within a strict delay bound, acting as the triggering points for

the underlying protection and control systems. Consequently, the performance of these

applications has to be determined in objective terms (e.g., message delivery success rate)

against a set of pre-defined QoS attributes, such as delay and packet loss for each individual

packet. For such applications, the key challenge for a Smart Grid communications network

is to efficiently allocate radio resources among different classes of traffic so that their end-

to-end QoS requirements are met.
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Based on these discussions in the previous section, we can classify the key Smart Grid

M2M applications/traffic sources into the following six generic categories:

• Protection traffic that can operate both at the substation level and in distribution sys-
tems (e.g., microgrids),

• Control traffic offering services to substations, high and low voltage distribution net-
works,

• Monitoring applications over a large geographic area covering the electricity distri-
bution network,

• Metering and billing applications, mostly servicing residential and industrial premises
through smart meters, and

• Demand management traffic serving different applications such as EV charging, en-
ergy storage systems, scheduling renewable energy sources.

Data traffic for the above applications can be further classified as periodic/deterministic,

semi-periodic, random and event-based. Table 2.3 lists the traffic profiles for these classes

for a typical Smart Grid communications network. It also indicates the range of delay

variability of the Smart Grid applications that needs to be covered by a multi-service com-

munications network.

Table 2.3: List of Traffic Profiles in a Typical Smart Grid Communications Network

Profile Characteristics Example Applications Priority Latency

1 Periodic, Delay Sensitive Synchrophasor reporting High 40-100 ms
2 Periodic, Delay Tolerant Meter/ Sensor report Low 1-60 sec
3 Semi-Periodic, Delay Sensitive Distribution Automation Medium <1 sec
4 Semi-Periodic, Delay Tolerant Demand Management Medium 1-5 sec
5 Event-based, Delay Sensitive Trip/Block Signal High <50 ms
6 Event-based, Delay Tolerant Event/Alarm Reporting Medium < 1 sec

Note that in conventional communication networks, well defined resource allocation and

QoS models exist to serve traffic, such as voice, data, constant bit rate (CBR) and variable

bit rate (VBR) coded video. However, besides periodic and semi-periodic traffic, event-

based traffic sources are hardly seen in these applications, other than some specialised
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industrial sensor networks. Delay requirements in such events could be very short, as low

as tens of milliseconds. For example, delay requirement for a pilot protection event is only

two cycles, such as 40 ms for a 50 Hz power system. Other event-based traffic, such as

the ‘last gasp’ alarms, may also have a stringent delay requirement: the alarm needs to be

detected and transmitted with the shortest possible delay due to possible energy constraints

after a power outage.

2.4 Chapter Summary

This chapter began by studying the communications architecture of the Smart Grid, fol-

lowed by a comprehensive review of several key smart grid applications and their commu-

nication requirements. Section 2.3 highlighted some key research challenges pertinent to

M2M applications in the Smart Grid, and thus, outlined the research focus of this thesis.

The discussions undertaken in this chapter serve as a precursor to the subsequent analyses

and solutions in the remainder of this thesis.



Chapter 3

Traffic Modelling and Performance

Analysis

It is widely acknowledged that a 4G broadband wireless technology, in particular WiMAX,

is well suited to the requirements of a Smart Grid communications network, thanks to its

extended coverage, low latency, high throughput and advanced QoS functionalities. How-

ever, it is important to remember that network access and RRM techniques in a conven-

tional WiMAX network were developed to support various multimedia applications, such

as voice, video and web browsing. In contrast, the performance requirements of the Smart

Grid applications are quite different (as discussed in Section 2.3). Hence, it is important to

undertake a detailed performance analysis to investigate whether a conventional WiMAX

network can meet these requirements.

In the previous chapter, we reviewed several major Smart Grid M2M applications and

summarised their key traffic and performance requirements. However, to limit the scope of

this work, we will select only three key Smart Grid traffic sources for this study: AMI/smart

meters, synchrophasors/PMUs and protective relays. The reason behind this selection is

that each of these traffic sources represents a distinct traffic class within a Smart Grid

communications network, as described in Section 2.3. For example, AMI communications

represents semi-periodic traffic from the Smart Grid NAN and FAN applications, such

as AMR, DR, EV and microgrid management; synchrophasor communication represents

43
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periodic traffic from the WAMS applications and microgrid protection schemes, such as

LCDP; protective relaying applications represent event-based traffic from the substation

protection and control applications, such as distribution pilot protection.

For AMI communications, we first estimate the number of smart meters within a typical

suburban WiMAX cell, and then conduct a simulation study to investigate its performance

under regular and fault scenarios. For synchrophasor communications, we first develop

the basic traffic models and map them with existing radio resource scheduling services of

WiMAX; we then conduct a capacity analysis followed by a simulation study to examine

its communications load and delay performance. For protective relaying, we first develop a

traffic model considering the distribution pilot protection application described in Section

2.2, map it with the existing scheduling services of WiMAX, and then perform a simula-

tion study to examine its performance in terms of message transmission time and message

delivery success rate.

The simulation models are developed using the well-known discrete event simulator OP-

NET. OPNET provides a specialised WiMAX model, which is widely used by vendors and

network operators for planning and designing WiMAX networks and devices [53]. For this

study, the OPNET’s built-in WiMAX model is re-coded to incorporate the cyber-physical

dynamics of the selected Smart Grid entities. For example, the built-in WiMAX subscriber

station (SS) node model was embedded with smart meter, PMUs, EVs and protective re-

lay functionalities by augmenting it with relevant customised application modules. More

details regarding the simulation models are included in Appendix A.

The rest of the chapter is outlined as follows. Section 3.1 gives a brief overview of the key

WiMAX tenets relevant to the modelling and analysis performed in this chapter. Section

3.2, 3.3 and 3.4 develop traffic models, conduct simulation studies, and describe their key

outcomes. Finally, Section 3.5 concludes this chapter 1.

1The contents of this chapter has been published in four conference papers: three of these in proceedings
of the IEEE International Conference on Smart Grid Communications (SmartGridComm) in Nov 2012/2013
[54, 55, 56], and another in proceedings of the IEEE International Conference on Communications (ICC)
workshop in June 2013 [57].
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3.1 Key WiMAX Tenets

In this section, we familiarise ourselves with some key WiMAX tenets essential for traffic

modelling, QoS mapping, and performance analysis activities conducted in the remainder

of this chapter.

3.1.1 Frame Structure

In an orthagonal frequency division multiple access (OFDMA) based system such as WiMAX,

radio resources are allocated both in time and in frequency domains. The minimum possi-

ble data allocation unit is called an OFDM symbol, which is comprised of a data subcarrier

and an OFDM symbol time. Typically, data is allocated using a group of contiguous OFDM

symbols called the subchannels. Thus, each allocation can be visualised as rectangle with

the number of OFDM symbols in the vertical axis and the number of subchannels in the

horizontal axis. Figure 3.1 shows the frame structure of a time division duplex (TDD) based

WiMAX system. Each frame is divided into two subframes: the DL subframe and the UL

subframe, separated by a small guard-time that allows the BS to switch from transmit to

receive mode.

Figure 3.1: The frame structure of a OFDMA/TDD WiMAX System [58].
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As seen from Figure 3.1, the DL subframe is comprised of a preamble followed by a frame

control header (FCH), downlink medium access protocol (DL-MAP) messages, uplink

medium access protocol (UL-MAP) messages, and DL data bursts. On the other hand, the

UL subframe contains the initial ranging (IR) and bandwidth request (BR) channels, chan-

nel quality indicator (CQI) and fast feedback channels, and UL data bursts. The preamble

is used for initial synchronisation, cell/sector identification, and channel estimation pur-

poses. The FCH contains the information regarding the size and position of the DL-MAP

and UL-MAP messages. The DL and UL-MAP messages are used to specify OFDM re-

source allocations over the DL and UL subframes. The information elements (IEs) of these

messages indicate the start time and the OFDMA channel details of an UL/DL data burst.

3.1.2 QoS Management

Resource allocation and QoS control in WiMAX is provided via service flows (SFs). An

SF is a logical unidirectional flow of packets between the BS and the SS, based on a par-

ticular set of QoS attributes (e.g., throughput, latency and jitter), identified by a connection

ID (CID). The QoS parameters associated with the service flow define the transmission or-

dering and scheduling on the air interface. Thus, the connection-oriented QoS can provide

accurate control over the air interface.

According to the IEEE 802.16-2009 standard, any packet traversing through the medium

access control (MAC) interface is associated with a SF according to a set of classification

rules. Traffic classification and mapping from application packets onto SFs in WiMAX

is done at the convergence sublayer (CS) (located between the MAC and the IP layer)

based on protocol-specific packet matching criteria, such as source and destination IP ad-

dresses, source and destination port address, protocol, and differentiated services code point

(DSCP). The mapping is done at the BS for DL and at the SS for UL directions, respec-

tively. WiMAX supports both network-initiated and terminal-initiated service flow. While

the network-initiated SF creation is mandatory, terminal-initiated SF creation is an optional

capability [58]. SFs may be created, changed or deleted through a series of MAC man-

agement messages, referred to as DSX: DSA (dynamic service addition), DSC (dynamic
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service change) and DSD (dynamic service deletion) messages.

For QoS management among SFs, the IEEE 802.16 standard has defined five scheduling

services/ QoS classes, as listed in Table 3.1.

Table 3.1: Five QoS Scheduling Services of WiMAX

QoS Class Traffic Characteristics Example

Unsolicited Grant Service
(UGS)

Periodic, fixed-size data packets TDM voice

Real-time Polling Service (rtPS) Real-time, periodic,
variable-size data packets

Streaming audio/video

Extended Real-time Polling
Service (ertPS)

Same as above with ON/OFF
intervals

Voice over IP

Non Real-time Polling Service
(nrtPS)

Delay tolerant applications File transfer

Best Effort (BE) Regular data packets Web browsing

3.1.3 Radio Resource Scheduling

In WiMAX, the radio resource scheduler is located at the BS, enabling rapid response to

traffic requirements and channel conditions. It determines how radio resources will be

allocated among multiple SFs based on their QoS attributes. Details of the radio resource

scheduling operation are not specified by the standard; instead, they are vendor-specific.

The radio resource scheduler at the BS provides scheduling services for both DL and UL

traffic. In the DL, the BS scheduler knows the bandwidth requirements of each connec-

tion to make an efficient resource allocation. However, in the UL bandwidth requirement

information is distributed among the SSs. Therefore, a BR mechanism is required by the

SSs to inform the BS about their bandwidth needs. For UL bandwidth allocation, the IEEE

802.16 standard uses three main techniques: contention-based random access; contention

free polling; and a reservation-based unsolicited grant service. They are described below.
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1. Contention

Under the contention mechanism, a SS uses the CDMA based random access procedure

to send a BR. Under this procedure, whenever a SS intends to transmit a packet, it waits

for a random number of frames. This number is chosen uniformly at random from the

set {0,1,2, . . . ,W0−1}, where W0 denotes the initial back-off window. Once the back-off

counter reaches zero, it selects a single BR random access code with equal probability from

a bank of K codes, and transmits it onto the ranging channel. If the code is received suc-

cessfully, the BS provides the SS with a small bandwidth grant using the CDMA allocation

IE to send the BR information. Once the BR information has been received by the BS, it

allocates the actual bandwidth grant to the SS, which is then used to send the data packet.

A sequence diagram of the random access based BR procedure is depicted in Figure 3.2.

Figure 3.2: The WiMAX CRA procedure for uplink BR.

Since the ranging channel has no carrier sensing mechanism, the SS can not immediately
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determine whether its code transmission was successful or not. Therefore, it waits for a

number of frames specified by the T16 timer. The SS considers its CDMA code lost (either

due to collision or failed detection) if no CDMA allocation has been received within this

period. To resolve contention, WiMAX uses the truncated binary exponential back-off

(TBEB) algorithm. Under the algorithm, the SS increases its current back-off window by

a factor of two and repeats the code transmission process. Thus, after the ith attempt the

back-off window becomes Wi = 2iW0. The doubling of the back-off window continues

until it reaches a maximum value denoted as Wf such that Wf = 2 fW0. The retransmission

continues with the back-off window size Wf until the maximum retry limit m has been

reached, where m≥ f .

Thus, the overall delay under the contention mechanism is comprised of three components:

i) time incurred in the CDMA contention process; ii) time required to request bandwidth

and receive grant; and iii) time required to send the actual data packet. It can be expressed

as

dContention = dRandomAccess +dGrant +dT x, (3.1)

where dRandomAccess is the delay incurred in the random access based BR procedure, dGrant

is the time required to obtain the actual data grant, and dT x is the time required to send

the data packet. Note that the latter two delay components remain fairly constant, and

require roughly two WiMAX frames for a moderately loaded WiMAX network. Hence, the

overall delay is mainly determined by dRandomAccess, which further depends on the random

access based BR load of the system and the contention resolution parameters of the TBEB

algorithm.

2. Polling

When polling is used, the BS maintains a list of registered SSs and polls them according to

a pre-defined schedule. A SS is only allowed to transmit the BR message after it has been

polled. Thus, the overall delay under the polling mechanism is same as (3.1), except the
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contention delay is replaced by the polling delay. It is given by

dPolling = dPoll +dGrant +dT x, (3.2)

where dPoll is the delay between subsequent polls, which depends on the arrival time of the

first poll. This is becasue the subsequent poll arrival times can be calculated by adding the

polling interval ∆t with the previous poll arrival time. Typically, the time of first poll is a

random value uniformly chosen by the BS from the polling interval ∆t . Hence, the average

poll delay can be given by

d̄Poll = Uniform (0,∆t) =
1
2

∆t. (3.3)

The other delay component, dT x in (3.2), depends on the number of frames across which the

bandwidth grant from the BS is distributed. The larger the packet, the more MAC frames

are required by the BS to spread the bandwidth grant; therefore, the more delay is incurred

during the packet transmission process.

3. Unsolicited Grant

Under the unsolicited grant mechanism, the BS allocates fixed-size data grants on a pe-

riodic basis without any explicit BR procedure. The bandwidth allocation process under

the UGS scheduling is regulated by the two fixed parameters: maximum sustainable traffic

rate (MSTR) and maximum latency (ML). While MSTR defines the peak data rate required

by the application, maximum latency determines the unsolicited grant interval Tugs, which

is the time interval between two successive UGS grants. The MSTR is calculated by the

following formula:

MST R (in bps) =
B

Tugs
, (3.4)

where B is the fixed packet size in bits.

The delay components under the UGS scheduling is comprised of just two components:

i) time required by the BS to send bandwidth grants; and ii) time required by the SS to
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transmit data to the BS. To meet the delay requirement, Tugs should be less than the ML of

the application.

3.2 AMI Communications over WiMAX

AMI applications, such as AMR, DR and EV, use real time two-way communications be-

tween the utility and the customers to ensure optimal energy usage, enabling customer par-

ticipation to enhance the overall utilisation and efficiency of the grid. They are considered

the most basic applications of the Smart Grid. To enable AMI communications, a WiMAX

network has to support a very large number of M2M devices per cell, as it has to collect

measurements from each residential and commercial meter within its coverage area. While

the AMI applications typically require a very low data rate, they have to perform frequent

network entry (and re-entry) to transmit small data bursts, yielding a high random access

load in the WiMAX BR ranging channels [8]. Moreover, during a grid event such as a

power outage, several M2M devices may try to access the network simultaneously to send

an alarm/event report. This may result in a sudden overload in the ranging channels, which

may adversely affect the performance of the overall WiMAX network.

In this section we analyse the performance of AMI communications over a WiMAX net-

work using a generic application model. In particular, we concentrate on the random access

performance of the WiMAX network under regular and fault scenarios.

3.2.1 Estimated Number of Smart Meters

To conduct the performance analysis, we first need to estimate the possible number of smart

meters in a typical WiMAX cell. We perform this estimation in the following two steps.

a) Coverage Analysis: The aim of the coverage analysis is to predict the maximum cell

radius of a WiMAX BS under a given set of operating parameters. As most M2M devices

in an AMI network will remain stationary, the coverage area is projected according to the
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Erceg path-loss model, which is recommended by the IEEE 802.16 group for fixed broad-

band applications in suburban and rural area deployments [59]. The model is applicable

from 1800 to 2700 MHz and defines three terrain types: A, B and C [60]. The median

path-loss under the Erceg model is given by

PLdB = 20log(
4πd0

λ
)+10

(
a−bhb +

c
hb

)
log
(

d
d0

)
+6log10

(
f

2000

)
−Xlog

(
hs

2

)
,

(3.5)

where d0 = 100m, d is the distance between the BS and the SS antennae, such that d > d0,

λ is the wavelength in metres, f is the carrier frequency in MHz, hb is the BS antenna

height in metres, hs is the SS antenna height in metres; the constant values a, b, c, and X

can be found in [60].

For the coverage analysis, two types of WiMAX SSs are considered: i) fixed indoor SS,

representing WiMAX-enabled smart meters and field devices; and ii) fixed outdoor SS,

representing WiMAX-enabled DAPs, described in Section 2.1 [16]. The corresponding

WiMAX BS and SS parameters are listed in Table 3.2. The parameters are chosen based

on the deployment guidelines specified by the NIST PAP2 report [16].

Table 3.2: WiMAX BS and SS Parameters for AMI Coverage Analysis

Parameters BS SS (Fixed
Indoor)

SS (Fixed
Outdoor)

Antenna Height 30 m 2.5 m 10 m
Antenna Gain 17 dBi 6 dBi 14 dBi

Transmit Power 10 W 200 mW 300 mW
Noise Figure 7 dB 4 dB 4 dB

Note that in Table 3.2, the fixed outdoor SSs have a relatively high transmit power, as well

as greater antenna height and gain; this is because they are expected to be mounted on high

utility structures, such as transmission poles and substation structures. Moreover, they are

free from building penetration losses as they are located outside the building.

The link-budget equation in terms of the maximum allowable path-loss is given by

PLMax = PEIRP +GRx−RSS−PenLoss, (3.6)
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where PEIRP is the effective isotropically radiated power (EIRP) level in dBm, which is

given by the sum of transmit power and transmit antenna gain, minus the coupling losses;

GRx is the receiver gain in dBi; PenLoss is the building penetration loss in dB; and Rss is

the receiver sensitivity level in dB, which is derived according to the equation specified in

the IEEE 802.16-2009 standard:

RSS =−114+SNRRx +10logR+10log
(

FS×NUsed×10−6

NFFT

)
+ ImpLoss+NF, (3.7)

where,

SNRRx is the receiver SNR requirement,

R is the repetition factor, typically 1 for data traffic,

FS is the OFDM sampling frequency in Hz,

ImpLoss is the implementation loss, which includes non-ideal receiver effects such as chan-

nel estimation errors, tracking errors, quantisation errors, and phase noise [58],

NF is the receiver noise figure, referenced to the antenna port,

NFFT is the total number of OFDM subcarriers or the fast Fourier transform (FFT) size,

and

Nused is the number of used subcarriers, i.e. data and pilot subcarriers.

Note that in the UL, a SS can only transmit over a limited number of subchannels. Thus,

the transmit power is spread over a smaller subset of subcarriers instead of the entire UL

subframe. This yields a sub-channelisation Gain, which is given by

Gsch = 10log
(

NUL
sch [used]

NUL
sch

)
, (3.8)

where NUL
sch is the number of total subchannels in the UL and NUL

sch [used] is the number of

used subchannels for UL data transmission.

The OFDMA parameters used in the analysis are listed in Table 3.3.

The coverage analysis is summarised in Table 3.4 for both the indoor and the outdoor SSs.

Here, the maximum cell radius is projected based on a SNR requirement of 5 dB, which
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Table 3.3: OFDMA Parameters for the Coverage Analysis

Parameters Notation Values

Base Frequency fsys 2.3 GHz
Channel Bandwidth BW 5 MHz

FFT Size NFFT 512
Sampling Factor n 28/25

Sampling Frequency Fs = n∗BW 5.6 MHz
Subcarrier Spacing 4 f = Fs/NFFT 10.94 KHz
Useful symbol time Tb = 1/4 f 91.4 µs
Cyclic Prefix Time Tg Tb/8

OFDM Symbol Time Ts = Tb +Tg 100.8 µs
Frame Duration Tf 5 ms

No. of used Subcarriers Nused 421
No. of DL Data Subcarrier NDL

sc (PUSC) 360
No. of UL Data Subcarrier NUL

sc (PUSC) 272
No. of UL Subchannels NUL

sch 15
No. of DL Subchannels NDL

sch 15
UL:DL Ratio r f ame 1:1

is the minimum SNR requirement for the data traffic as specified in the IEEE 802.16-2009

standard, i.e. quadrature phase shift keying (QPSK) with half-rate forward error correction

(FEC) coding [58].

From the results, we see that the cell radius of a WiMAX BS can be quadrupled if only

the outdoor SSs are deployed (as DAPs). However, since the focus of this chapter is to

analyze the performance of a standalone WiMAX network, we consider the case of indoor

SSs only.

b) Estimation: Based on the projected cell radius R, the estimated number of smart me-

ters under a given BS can be calculated as

N =
ρπR2

s
, (3.9)

where ρ is the meter density per km2 and s is the number of sectors under the BS.

Thus, considering a single sector BS with a meter density of 800 meters/km2 [16], the

number of smart meters for a cell radius of 2.17 km is around 12,000.
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Table 3.4: Summary of Coverage Analysis

Parameters
Fixed Indoor SS Fixed Outdoor SS

DL UL DL UL

Tx Power (dBm) 40 23 40 25
No. of Tx Antennae 2 1 2 1

Tx Antenna Gain (dBi) 17 6 17 14
Combination Gain (dB) 3 0 3 0

Coupling Loss (dB) 3 0 3 0
EIRP (dB) 57 29 57 39

Imp. Loss (dB) 2 2 2 2
Noise Figure (dB) 7 4 7 4

Required SNR (dB) 5 5 5 5
No. of Subchannels 15 17 15 17
Subch. Gain (dB) 0 -12.3 0 -12.3

Rx Sensitivity (dBm) -93.37 -108.67 -93.37 -108.67
Rx Antranna Gain (dBi) 6 17 14 17
Rx Diversity Gain (dB) 3 3 3 3

System Gain (dB) 159.37 157.67 167.37 167.67
Interference Margin (dB) 2 2 2 2

Shadow Fade Margin (dB) 8.2 8.2 8.2 8.2
Fast Fade Margin (dB) 2 2 2 2

Building Pen. Loss (dB) 10 10 0 0
Link Margin (dB) 139.17 137.47 157.17 157.47

Cell Radius (km) 2.17 8.62

3.2.2 Simulation Study

For the performance analysis, a simulation model is developed using the OPNET Modeller

16.0. The model is based on a single sector WiMAX BS serving 12,000 smart meters, as

estimated in the previous subsection. The OFDMA parameters of the WiMAX network are

set according to Table 3.3. Moreover, the random access parameters are listed in Table 3.5,

which are set according to the recommendations made by the IEEE 802.16p working group

[61].

The following two simulation trials are conducted based on the application scenarios de-

scribed in [8].

1. A generic AMI application performing random access to transmit short data bursts
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Table 3.5: WiMAX Simulation Parameters

Parameters Values

No. of BR Ranging Channels 1 per frame
Initial Back-off Window (W0) 22

Final Back-off Window (Wf ) 215

Max. Retries (m) 16
No. of Detectable Codes /Channel 1

Probability of Misdetection 0%
Contention Time-out (T16) 8 frames

(100 bytes) according to an exponentially distributed reporting cycle. The reporting

interval is further varied from one to five minutes to examine its effect on the perfor-

mance of the WiMAX network. While such a reporting interval is quite aggressive

considering AMR applications only, we assume that the reporting interval also ac-

counts for other delay-sensitive AMI applications, such as DR and EV (see Table

2.3) of the Smart Grid.

2. A group of smart meters are accessing the network asynchronously within a small

interval (10 sec) to send the ‘last gasp’ alarm after a power outage [62]. The number

of smart meters is varied between 200 to 2,000, with a step of 200, to examine its

effect on the performance of the WiMAX network.

For the first simulation trial, the corresponding random access delay and access success

rate are plotted in Figure 3.3. From the results, we see that when reporting intervals are

smaller, i.e. less than three minutes, the access delay starts to increase exponentially and the

corresponding access success rate drops. This is because at the smaller reporting intervals

more access attempts are made, which increases the number of collisions in the ranging

channel. Consequently, the SSs have to try multiple times to successfully transmit their

random access codes to the BS. Figure 3.4 provides more insight into this scenario by

plotting the cumulative distribution function (CDF) of the contention retries at different

reporting intervals. Figure 3.4 shows that at the highest arrival rate, for instance, at a

reporting interval of one minute, some devices reach their maximum retry limit (i.e. m =

16), and are discarded. As a result, the access success rate decreases, as shown in Figure
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3.3. A more detailed analysis on the performance of the random access plane is provided

in Chapter 4.
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Figure 3.3: Mean access success rate and access delay of a WiMAX ranging channel under
the generic AMI traffic model.
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Figure 3.4: CDF of contention retries in the WiMAX ranging channel under the generic
AMI traffic model.

For the second simulation trial, the corresponding alarm dispatch time and alarm success

rate are shown in Figure 3.5. Here, we make a simplified assumption that a successful
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random access attempt is sufficient to convey the power outage information. The results

are similar to those obtained for the first simulation trial; the more the number of meters

trying to access the network, the more the random access load, the less the number of

successful alarms.
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Figure 3.5: Alarm dispatch time and alarm success rate for the outage scenario.

Note that since the smart meters are expected to operate without battery backup and rely

on charge stored in a capacitor to send this alarm, the delay budget is very stringent here,

for instance, 100 to 250 ms. Thus, when a large number of meters are trying to access the

network simultaneously, there is a possibility that none will be able to send an alarm.

3.2.3 Key Findings

From the above analyses it is clear that (apart from the high perennial random access load

from the bursty AMI applications) when a large number of M2M devices try to access the

network simultaneously after a grid event, the number of collisions can be very high in

the ranging channel. This results in devices re-trying to access the network. In turn, this

creates even more collisions and quickly reduces the random access success rate. Without
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necessary mechanisms to handle such traffic, the entire ranging channel could become con-

gested. In addition to prolonged access delay, a congested ranging channel can significantly

increase the power consumption of the contending devices, due to multiple retries. Hence,

it is quite imperative to enhance the performance of the WiMAX random access plane to

efficiently support M2M devices in an AMI environment.

3.3 Synchrophasor Communications over WiMAX

In a typical WAMS, all PMUs transfer data directly to the nearest PDC (see Figure 2.7). On

the other hand, in many wide-area protection applications, such as the phasor-based differ-

ential protection scheme described in Subsection 2.2.6, a PMU-enabled relay needs to ex-

change its phasor information with one or more neighbouring PMUs (or PDCs). Thus, in a

Smart Grid communications network, PMU-based synchrophasor communication schemes

can be classified into two major types: i) PMU to PDC; and ii) PMU to PMU. In the re-

mainder of this section, we analyse the capacity and performance of these schemes over a

conventional WiMAX network.

3.3.1 Traffic Modelling

To analyse the performance of the synchrophasor communication schemes, we first need to

develop the necessary traffic models. The following two traffic models are considered:

i) PMU to PDC: This is the most common synchrophasor communication scheme, where

the PMUs send periodic measurement frames to the PDC according to a pre-defined mea-

surement cycle [45]. However, if all PMUs transmit data simultaneously, there will be a

sudden burst of communications load, which may lead to congestion in the network. Hence,

the PMU data transfer should be intelligently scheduled so that the communications load

and the communications delay remain within an acceptable level. For this study, we define

two basic application models, namely PULL and PUSH, as depicted in Figure 3.6.
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Figure 3.6: Application models for PMU to PDC communication.

Under the PULL mode, the PDC sends periodic requests to each of its member PMUs

to fetch their individual measurements. Conversely, under the PUSH mode, the PMUs

periodically send their measurements to the PDC without any explicit request. Thus, while

the PULL mode offers a PDC to manage the data acquisition process (in coordination with

the WiMAX BS) on a frame-by-frame basis, the PUSH mode is simple and requires less

message exchanges.

For this study, we use the same PMU payload structure as shown in Table 2.2. Thus,

considering the lower layer protocol overheads, such as user datagram protocol (UDP) (8

byte) and IP (20 byte) headers, WiMAX MAC header (6 byte), and cyclic redundancy

check (CRC) bits (4 byte), the total MAC protocol data unit (MPDU) size becomes 86

bytes.

ii) PMU to PMU: These communication schemes are typically application-specific. For

this study, we consider the phasor based LCDP scheme described in Subsection 2.2.6.

Figure 3.7 shows a generic LCDP scheme with two line terminals. Both of the PMU-

enabled relays at the end of the protected line continuously exchange their current phasors

I1 and I2 via the communications network. Under normal circumstances, the sum of these

current phasors at each relay should be zero. Should there be a fault, the relays will detect a

differential current component ID = |I1 + I2|; therefore, they will trip the associated circuit

breaker. Note that in practice, the vector sum of the current phasors may not always be
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zero due to measurement errors. Therefore, a restrained current IR is used to compensate

for such an error, which is typically a function of the individual current magnitudes of the

relays, i.e. IR = f (|I1|, |I2|). In case ID > IR, the relay operates.

Figure 3.7: A generic LCDP scheme for a two-terminal feeder.

Figure 3.8 shows the sample MPDU structure of a PMU data packet. The measurement

payload comprises 4 fields. The first two fields are used to identify the individual relay

station and its operating zone, followed by a time-tag field and the current phasor read-

ings (three phasors for a three phase line). The field sizes are set according to the IEEE

C37.118.2 standard [45].

Figure 3.8: Sample MPDU structure of a PMU-enabled Differential Relay.

Although the LCDP scheme require peer-to-peer communication among the relays, in a

cellular wireless environment like WiMAX, all the data packets must have to traverse via

the BS. This eliminates the requirement of mesh connections (i.e., n− 1 links for each of

the n PMUs) by providing a central point of communication. Here, the BS will forward

the incoming data packets to the destination relays based on their destination IP addresses.

Thus, each PMU data packet is associated with a UL component, as from the source relay

to the BS; and a DL component, as from the BS to the destination relay.
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3.3.2 Key RRM Issues

In this subsection, we describe the key RRM issues related to the synchrophasor communi-

cation schemes over a WiMAX network, and discuss the additional WiMAX features that

can be used to support these schemes more efficiently.

a) Synchronisation: The PMUs have a precise synchronisation requirement to maintain

the accuracy of their measurements. This accuracy is often measured in terms of total vec-

tor error (TVE), which estimates the difference between the theoretical actual phasor and

the estimated phasor [63]. The IEEE C37.188.2 standard for synchrophasor measurement

allows a TVE of one per cent that corresponds to a time error of ±31 µs for a 50 Hz power

system.

A typical TDD based WiMAX network requires precise synchronisation and timing to as-

sure that the SSs can access their UL and DL time-slots without interfering with each other.

Typically, a WiMAX BS receives synchronisation information either directly from a GPS

receiver or from a master clock located in the IP backbone network using the IEEE1588

based precision time protocol (PTP). During the network entry procedure, a SS first syn-

chronises itself with the DL preamble (see Figure 3.1) transmitted at the beginning of each

WiMAX frame. However, synchronising with the DL preamble does not guarantee precise

time synchronisation with the BS. This is because the SSs are placed at random locations

within the BS’s coverage area and their signal arrival times depend on their relative dis-

tance from the BS. Therefore, the next level of synchronisation is obtained by the ranging

procedure, which adjusts each SS’s timing-offset such that it appears co-located with the

BS. The BS calculates the amount of timing offsets based on the round-trip delay between

itself and the SS. The reference time tolerance specified in the IEEE 802.16-2009 standard

is ±(Tb/32)/4, where Tb is the OFDM symbol time (~ 91.4 µs) [58]. This yields a timing

error tolerance of ±0.714 µs, which is far below the PMU timing error margin of ±31 µs.

Thus, we can safely conclude that a WiMAX network can provide adequate synchronisation

to the PMUs. This removes the need to install a separate GPS receiver for the relays, which

may significantly reduce the deployment cost of a WAMS.
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b) QoS Mapping: To support PMU communications over a WiMAX network, the cor-

responding traffic flows need to be mapped with the appropriate scheduling services of

WiMAX. To facilitate radio resource sharing among different users, the IEEE 802.16 stan-

dard provides three key mechanisms: contention-based BE service, contention-free polling

service (PS), and reservation-based UGS, as described in Subsection 3.1.3. Under the

UGS, the BS periodically assigns fixed-size bandwidth grants to the SS; under the PS such

as rtPS, the BS polls the SSs at fixed intervals to identify their current bandwidth require-

ments and then allocate grants accordingly.

For PMU to PDC communication, since the PULL mode requires the PDC to periodically

request data from each PMU, we can map this application over both the UGS and rtPS

classes. In that case, while the rtPS explicitly polls the PMUs to send their measurements,

the UGS sends implicit requests via the periodic bandwidth grants. Conversely, in PUSH

mode the PMUs try to send their measurements as soon as they are available. Hence, the

BE scheduling mode is the most appropriate for this case. The delay components of the

UGS and the rtPS services under the PMU communications are illustrated in Figure 3.9 and

Figure 3.10, respectively. The delay components under the BE scheduling are the same as

the rtPS, except the poll injection delay is replaced by the BR delay.

For PMU to PMU communication, we map the corresponding traffic flows with the UGS

scheduling service only. This is because such information exchange emulates a time divi-

sion multiplexing (TDM) connection between the peer PMUs/relays for which the UGS is

the most appropriate scheduling service.

Note that the IEEE 802.16 standard provides mechanism to synchronise the UGS data

grant and packet transmission time using the frame latency (FL) and the frame latency

indication (FLI) fields embedded in a grant management subheader. Using these fields,

the data transmission from the relays can be synchronised such that the relays from the

i th protection zone generates data at the x th frame and the relays from the (i+ 1) th zone

generates data at the (x+1) th frame. This ensures minimum UGS delay by minimising the

time gap between the packet generation and the packet transmission time.

Moreover, WiMAX allows persistent scheduling technique that significantly reduces MAP
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Figure 3.9: Delay components of PMU communications under UGS scheduling.

Figure 3.10: Delay components of PMU communications under rtPS scheduling.
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signalling overhead for the UGS connections. Under persistent scheduling, the UL and DL

burst information is sent once in a persistent MAP element and is not repeated unless any

parameter associated with the connection changes [58].

c) Packet Loss & Retransmission: Another key issue for synchrophasor communica-

tions is the random packet-losses that occur in the multipath wireless channel due to ran-

dom noise and fading. This is even more crucial for a PMU-based protection scheme, as the

loss of a measurement packet may significantly affect the accuracy and speed of the relay-

ing operation. To recover the lost packets, WiMAX allows both automatic repeat request

(ARQ) and hybrid automatic repeat request (HARQ) retransmission schemes. However,

since each PMU measurement has a small TTL period, it is difficult to allow more than one

retransmission.

Between the ARQ and the HARQ schemes, the HARQ is particularly suitable for a dif-

ferential protection scheme. This is because the ARQ relies on a feedback mechanism

to detect a packet error and wait for a certain time-out parameter for the next retransmis-

sion opportunity. In contrast, the HARQ sends each data packet with FEC coding, and

the receiver uses both retransmitted packet and packet received with errors to reconstruct

the original packet which reduces the number of retransmissions. Moreover, the HARQ

scheme with chase combining (CC) provides fast retransmission opportunities through one

of the dedicated acknowledgment channels (ACK-CH) in the UL subframe (see Figure 3.1).

Note that the overall packet delay of a PMU measurement including the retransmission at-

tempts should remain below the current measurement interval, as a measurement becomes

obsolete when a new one is available. Hence, the maximum number of HARQ retransmis-

sions should be limited to

Rmax =

⌊
T −dmax

∆t

⌋
, (3.10)

where T is the current measurement interval, dmax is the maximum network delay, and ∆t is

the minimum duration for a HARQ retransmission (i.e. one WiMAX frame for the HARQ

with CC).



66 CHAPTER 3. TRAFFIC MODELLING AND PERFORMANCE ANALYSIS

3.3.3 Capacity Analysis

Before moving on to the performance analysis, we conduct a basic capacity analysis of the

WiMAX network in terms of the number of PMUs it can support. We are particularly inter-

ested to see the effect of persistent scheduling and robust header compression (ROHC) on

the overall capacity and utilisation of the network. The analysis is conducted for a generic

WiMAX network based on the OFDMA parameters specified in Table 3.3. Only PMU to

PMU communication is considered, as it comprises both UL and DL data components.

Let us consider the OFDMA TDD frame structure in Figure 3.1. The total number of

OFDM symbol-times available in the frame is given by

Ns =

⌊
Tf −TT T G−TRT G

Ts

⌋
. (3.11)

This yields a total 47 symbol-times for the assumed configuration in Table 3.3. For a

UL/DL subframe ratio of 1:1, the first DL symbol time is used as preamble, the next 22

symbols are allocated to the DL subframe, and the remaining 24 symbols are allocated to

the UL subframe. Thus, the number of OFDM symbol-times available in the UL is 6528

(= NUL
sc ×24) and in the DL is 7920 (= NUL

sc ×22).

As seen from Figure 3.1, the DL subframe hosts the DL-MAP and the UL-MAP signalling

messages. Each of these messages comprises a fixed header followed by a number of IEs.

According to the IEEE 802.16-2009 standard, a typical DL-MAP header size is 88 bits and

an IE size is 32 bits. In contrast, a typical UL-MAP header size is 48 bits and IE size is 48

bits. Each UL-MAP message contains three fixed IEs for ranging and CQICH allocation

areas (total 144 bits). Both DL and UL MAP messages are preceded by a WiMAX MAC

header (48 bits). Thus, for an unloaded network (i.e., number of data IE=0), the DL-

MAP message size is LDLMAP = 136 bits and the UL-MAP message size is LULMAP = 240

bits (in total 376 bits). Moreover, the MAP messages are often sent with two or four

times of repetition coding to ensure robust transmission over the air-interface. Assuming a

repetition coding rate of 4, the total MAP message size is (376× 4) = 1504 symbols per

frame. Thus, the number of available data symbols in the DL subframe becomes NData
DL =
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(7920−1504) = 6416.

Conversely, the UL subframe contains the IR channel (6 subchannels x 1 symbol-times), the

BR channel (6 subchannels x 2 symbol-times), and the CQICH (1 subchannel x 6 symbol-

times) channel. Considering partial usage of subchannels (PUSC) in the UL, the number

of data subcarriers in each subchannel is 16. Thus, the number of available data symbols in

the UL subframe becomes NData
UL = [6528− (6×1×12+6×2×16+1×6×16)] = 6144.

Now, consider a synchrophasor application where each measurement packet has a DL and

a UL component and requires both DL-MAP and UL-MAP signalling elements to be trans-

ported through the WiMAX BS (similar to the LCDP application described earlier). From

Figure 3.8, we see that the MPDU size (LMPDU ) for this application is 58 bytes with 20

bytes of payload and 38 bytes of protocol overheads. The MPDU size can be further re-

duced by using an IP header compression techniques, such as ROHC. WiMAX supports

ROHC over both UL and DL data connections. For this study, let us assume that the use of

ROHC reduces the size of UDP/IP overhead to six bytes [64]. This yields a reduced MPDU

size of 36 bytes.

Thus, the overall radio resource utilisation of a single MPDU within one WiMAX frame is

given by

U =UDL +UUL =
(LMPDU +LDLMAP)

NData
DL

+
(LMPDU +LULMAP)

NData
UL

. (3.12)

Note that the above equation assumes QPSK with 1/2 rate FEC as the default modulation

and coding scheme (MCS) so that the data usage can be evenly compared. However, the

actual resource utilisation might be slightly higher than the one obtained by (3.12) due to

the wastage of symbols during rectangular resource allocation in the OFDMA subchannels

[58]. Next, a number of numerical results are provided to illustrate the outcome of the

above capacity analysis.

First, we compare the effect of ROHC and persistent scheduling techniques with the base-

line UGS configuration. Figure 3.11 shows the overall utilisation of a WiMAX frame for a

single PMU under these configurations.
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Figure 3.11: WiMAX frame utilisation for a single PMU under different UGS configura-
tions

From the results, we see that the baseline configuration requires the highest amount of radio

resources among all configurations. Also, the DL subframe utilisation is higher than that of

the UL. This is because the DL subframe contains both DL and UL signalling components,

which substantially uses its available resources. This is further evident in Fig 3.12 for

the baseline scenario, that is, as the number of PMUs increases, the signalling overheads

increase at a higher rate than the data burst usage, which in turn reduces the overall capacity

of the frame. Note that under the baseline configuration, the maximum number of PMUs

that can be accommodated in a WiMAX frame is eight (based on the combined MAP and

data usage in the DL subframe and without considering fragmentation and packing).

Although the use of ROHC improves the UL frame utilisation (see Figure 3.11), the prob-

lem of higher DL subframe utilisation still remains. This is solved when persistent schedul-

ing is used, which removes the signalling overheads associated with each packet. However,

the best utilisation is achieved when ROHC and persistent scheduling are combined. To

illustrate this, let us calculate the maximum number of PMUs that can be supported by a

WiMAX network. It is given by

NPMU =nPMU
T
Tf

, (3.13)

where nPMU is the estimated number of PMUs per frame (see Figure 3.12), Tf is the
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Figure 3.12: WiMAX DL subframe utilisation at different number of PMUs under the
baseline UGS configuration

WiMAX frame duration, and T is the measurement interval of the PMUs.

For this calculation, let us consider both PMU to PDC and PMU to PMU communication

schemes. The measurement cycles are assumed to be 40 ms and 20 ms for these two

communication schemes respectively, and their payload size is set based on the discussions

in Subsection 3.3.1. The corresponding results are listed in Figure 3.13.
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Figure 3.13: Number of supported PMUs under different UGS configurations.

From Figure 3.13, we see that in both these cases, the combined use of ROHC and persistent

scheduling significantly reduces the PMU communication traffic, compared to the baseline

configuration.



70 CHAPTER 3. TRAFFIC MODELLING AND PERFORMANCE ANALYSIS

3.3.4 Simulation Study

To evaluate the performance of the synchrophasor communication schemes described in

Subsection 3.3.1, a single cell WiMAX model is developed in OPNET. The following two

simulation scenarios are considered:

1. PMU to PDC data transfer with a measurement cycle of 40 ms (i.e., a reporting rate

of 25 Hz); and

2. PMU to PMU data transfer under the LCDP scheme with a current measurement

cycle of 20 ms (i.e. a reporting rate of 50 Hz).

For both of the simulation scenarios, the propagation channel is modelled using the Erceg

(Type-B) path-loss model with an additional shadow fading margin of 10 dB. We further

assumed that the PMUs (i.e., WiMAX SSs) would be mounted at the existing utility poles

and the substation structures to take advantage of high antenna heights [16]. The OFDMA

parameters are same as in Table 3.3. The QPSK with ½ rate FEC used as the default MCS

level.

For the first simulation scenario, the contention parameters for the BE scheduling is set

as T16 = 8 frames, W0 = 22, Wf = 24 and m = 16. In addition, both the unsolicited grant

interval of the UGS scheduling and the polling interval of the rtPS scheduling is set to 40

ms to meet the maximum delay requirement of the PMU application. To examine the effect

of PMU traffic load on the application performance, the number of PMUs was increased

from 10 to 50, based on the capacity analysis in the previous subsection for the baseline

UGS configuration. The corresponding delay performance of the PMU traffic under the

three scheduling services of WiMAX is summarised in Table 3.6.

From the results in Table 3.6, we see that both the UGS and the rtPS scheduling services

can meet the maximum delay requirement of 40 ms. However, in both cases, delay starts

to increase slightly with the number of PMUs. This is because as the number of PMU

increases, the UL-MAP size increases to accommodate more number of IEs. As a result,

the PMUs need to wait longer to extract the UL grant information, which in turn increases
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Table 3.6: Summary of Delay Performance for PMU Communications

Service No.of PMUs Avg. (ms) Max. (ms) Std. Dev.

UGS

10 16.92 34.92 8.43
20 18.92 39.92 10.68
30 21.92 39.92 9.97
40 23.42 39.92 11.52
50 22.40 39.90 11.24

rtPS

10 22.06 39.92 10.25
20 26.90 39.92 9.48
30 24.00 34.92 7.84
40 28.42 39.92 9.05
50 31.61 39.92 7.97

BE

10 98.33 102.78 1.60
20 167.60 173.92 2.92
30 288.83 303.04 5.55
40 143745.46 167104.46 46039.83
50 253798.37 302609.60 88883.95

the delay. Note that the UGS provides better delay performance than the rtPS scheduling.

This is becasue the polling process in the rtPS scheduling adds an additional delay of one

WiMAX frame to receive poll and send the BR.

Under the BE scheduling service, the delay increases exponentially with the increase in

the number of PMUs. This is because all the PMUs produce synchronised measurements

that increase the instantaneous contention level of the system during a reporting instant.

Higher the PMU traffic results in higher the contention levels and longer delays. This is

further depicted in Figure 3.14, which shows the CDF of contention retries at different

PMU traffic loads. Note that at low PMU loads, the BE scheduling also experiences large

delays due to higher instantaneous contention level in the system. Hence, it is quite clear

that the conventional BE scheduling service cannot meet the QoS requirements of PMU

communication.

Next, we compare the performance of the UGS scheduling at two delay bounds with a

moderate number of PMUs (20 in this case). The results are summarised in Table 3.7. The

results indicate that although the UGS scheduling can meet the tighter delay bounds, it

consumes an additional 12.5 per cent signalling overhead, and takes up 27.7 per cent more
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Figure 3.14: CDF of contention retries under the BE scheduling for PMU communications.

uplink data resources. The reason is that when the delay bound is less than the duration

between two consecutive measurements, one in every two grants is wasted, as the PMU has

no data to send.

Table 3.7: UGS Scheduling Performance with Different Delay Bounds

Parameters
Delay Bound

40 ms 20 ms

Min. Delay 24.19 ms 15.69 ms
Max. Delay 39.92 ms 19.92 ms

% MAP Usage 37.6 % 50.14 %
% UL Data Usage 23.74 % 51.47 %

In the second simulation scenario, we look into the delay performance of a PMU-based

differential protection application under the baseline UGS service, with regular and syn-

chronised grant allocation. We also vary the number of PMUs from 8 to 32, to examine

the effect on the overall delay performance. The corresponding delay statistics are listed in

Table 3.8.

From the results, we see that under both of the UGS allocation modes, the WiMAX network

transfers the current measurements within the stipulated 20 ms delay bound. However,

grant synchronisation significantly improves the UL delay, while the DL delay remains the

same. This occurs as the UGS grants are synchronised with the packet generation times,
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Table 3.8: WiMAX UGS Delay Statistics

(a) Regular UGS Grant

No. of PMUs
Uplink Downlink

Mean S.Dev. Mean S.Dev.

8 9.15 1.81 5.98 0.11
16 9.87 1.58 6.15 0.21
24 11.55 1.06 6.33 0.33
32 13.02 0.79 6.51 0.44

(b) Synchronous UGS Grant

No. of PMUs
Uplink Downlink

Mean S.Dev. Mean S.Dev.

8 5.01 1.48 5.98 0.11
16 5.04 1.48 6.15 0.21
24 5.06 1.48 6.33 0.33
32 5.08 1.48 6.51 0.44

the PMUs are able to send their measurements immediately without any additional waiting

period. This extra delay margin can be used to allow retransmissions in the network. Note

that as the number of PMUs increases, the amount of delay increases for all cases. This

is because the BS has to allocate data bursts in the UL/DL subframe over more OFDM

symbol-times, and a SS has to wait longer to find its data grant.

Next, we examine the effect of packet loss and retransmission on the network performance.

The simulation scenario comprises 16 PMU-enabled relays, each sending measurements

using the baseline UGS service with synchronised grant. A fast fading margin of 5 dB was

introduced in the network to simulate the effect of random packet loss. From the previous

results in Table 3.8, we see that the end-to-end packet delay for such a configuration is

around 11 ms, considering both UL and DL packet delay. Hence, to meet the delay bound

of 20 ms, only one HARQ retransmission can be allowed as per (3.10). The corresponding

throughput and delay performance of the WiMAX network is plotted in Figures 3.15 and

3.16, respectively.
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Figure 3.15: WiMAX network throughput for the LCDP scheme under no retransmission
and HARQ retransmission.
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Figure 3.16: Distribution of packet delays for the LCDP scheme under no retransmission
and HARQ retransmission (1 out of 5 minutes of simulation run-time).

From the results, we see that using HARQ allows the WiMAX network to recover most

of the lost packets. However, it increases the end-to-end packet delay due to an extra

retransmission delay component, which is one WiMAX frame, as per (3.10). Nonetheless,

such a delay is acceptable as the end-to-end delay still remains below the required 20 ms

bound.
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3.3.5 Key Findings

The simulation studies clearly indicate that conventional BE scheduling fails to meet the

latency requirement of PMU traffic, as it incurs large delays due to contention in the random

access channel. In contrast, both the UGS and the rtPS scheduling services meet the latency

requirement of PMU traffic. Of these two scheduling services, the UGS provides better

delay performance and consumes relatively less radio resources.

Under the UGS scheduling mode, more PMUs can be accommodated by the combined use

of persistent scheduling and the ROHC technique. In addition, by synchronising the PMU

measurement time with the UGS allocation time, the WiMAX BS can significantly improve

the delay performance of the PMU applications. This additional delay margin can allow

a fast retransmission opportunity, based on the HARQ-CC technique, which may further

improve the reliability of the PMU communication.

In summary, the conventional UGS scheduling service, along with some additional features

such as persistent scheduling and ROHC, can provide a optimum platform for PMU com-

munications over a WiMAX network. Nevertheless, although the individual size of a PMU

measurement packet is small, their continuous high frequency data transmission takes up a

significant amount of radio resource from the WiMAX network. This may adversely affect

the performance of other applications in a multi-service Smart Grid communications net-

work. Hence, application-specific performance optimisation is required to further reduce

the synchrophasor communications load in such a network.

3.4 Protective Relaying over WiMAX

Protective relaying is considered as one of the most challenging applications in a Smart

Grid communication network due to their stringent delay and reliability requirements. In

this section, we examine the use of a conventional WiMAX network to support such an

application. In particular, we consider the case of distribution pilot protection scheme

described in Subsection 2.2.4. Such a scheme requires high-speed, peer-to-peer commu-

nications among the relays to perform the tripping operation. Here, the key challenge for
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Figure 3.17: A generic pilot protection scheme in a two-terminal feeder.

a WiMAX network is to transfer the event-driven, time-critical pilot signals within the

required delay bound in a multi-service Smart Grid environment.

3.4.1 Traffic Model

Under a pilot protection scheme, a group of two or more pilot relays form a protection

zone, where each relay measures the voltage and current of its own terminal to calculate

the impedance to a forward or reverse fault. This information is then exchanged between

the peer relays in the form of a blocking signal if the fault is behind the relay (for the

DCB scheme), or a permissive trip signal if the fault is in front of the relay (for the POTT

scheme). A pilot trip occurs only if a relay detects a fault and a permissive trip signal is

received (or a block signal has not been received) from the remote end.

Figure 3.17 shows the operating principles of a generic pilot protection scheme in a two-

terminal feeder. When a fault occurs, each relay sends a pilot (trip or block) signal to its

remote counterpart based on type of the protection scheme used. For example, if the POTT

scheme is used and the fault is located between terminal A and B, a trip signal is exchanged

between terminal A and B that allows permissive tripping in both relays. Conversely, if the

DCB scheme is used and the fault is outside the protection zone, for instance to the left of

terminal A, A sends a block signal that prevents tripping in B. For more details about the

pilot protection schemes, please refer to [65].

Note that a pilot protection scheme can also be deployed in a multi-terminal protection
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zone. Although the principle of operation is similar to a two-terminal zone, it involves

exchange of pilot signals among multiple relays. Alternatively, a protected transmission

line may have more than one protection zones. Within each zone, the member relays pick

up a fault based on their zone characteristics functions. Often the zones over-reach with

one-another to constitute a hierarchical protection system. However, in such cases the

relays are time-graded using a zone coordination scheme so the successive zones operate

sequentially [66].

For this study, we assume that the pilot signals are encapsulated in an IEC61850-90-5 based

routed GOOSE (R-GOOSE) protocol and sent over the UDP/IP transport to one or more

peer relays located in different IP subnetworks [36]. In addition, a delay margin of 40 ms

(i.e., 2 cycles) is assumed for the pilot signals, considering a 50 Hz power system.

3.4.2 QoS Mapping

Figure 3.18 illustrates the protocol stacks for pilot protection communications over a WiMAX

network. The IP specific convergence sublayer (IPCS) of the WiMAX MAC layer receives

the incoming UDP/IP packets and maps them to an IEEE 802.16 MPDU to be sent over

the IEEE 802.16 air-interface. The BS forwards the incoming pilot signal data packets to

the destination relays based on their destination IP addresses. Thus, each pilot signal data

packet has a UL and a DL component.

Note that for a WiMAX network, the multi-terminal pilot protection scheme can be con-

sidered as special case of a two-terminal protection scheme, where the BS multicasts the

DL component of the pilot signal data packet to all other member relays within the same

protection zone.

As discussed in Subsection 3.1.3, the WiMAX radio resource scheduler is located at the

BS that provides bandwidth allocations to both UL and DL connections based on their

QoS attributes. In the UL, a BR mechanism allows the SSs to inform the BS about their

bandwidth needs. In case of pilot protection, the trip/block signals are generated only after a

fault event which is a highly random phenomenon caused by various external factors such
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Logical Peer to Peer Communication
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Figure 3.18: Protocol stacks for pilot protection communications over a WiMAX network.

as storms, bushfire, lightning, trees, and animals. A protected line can be without faults

for days and even weeks. Hence, the BR mechanisms, such as polling and unsolicited

grants, are not suitable since the allocations will be wasted during the normal operation

of the line. This leaves us with only one scheduling choice - the random access based BE

service that supports delay-tolerant bursty data traffic. Figure 3.19 depicts the various delay

components of the pilot signal transmission under the conventional BE service.

Transmission time of a pilot signal message depends heavily on the random access delay

due to stochastic variability in the random access channel, as described in Subsection 3.1.3.

The other delay components such as the UL and the DL delays (see Figure 3.19) depend

on the grant scheduling algorithm used by the BS. As the BE service is typically used to

serve delay tolerant applications, it has the least priority in the scheduler and uses a simple

round-robin (RR) algorithm for grant scheduling.

The performance of the RR scheduler can be easily analyzed using an M/D/1 queuing

model with an exponentially distributed arrival rate λ , a deterministic service rate µ (of

one WiMAX frame), and a single server queue. According to the queuing theory, the

average time spent by a packet in an M/D/1 queue is given by

E(W ) =
2−ρ

2µ(1−ρ)
, (3.14)
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Figure 3.19: Pilot signal message transmission using the conventional BE scheduling ser-
vice.

where ρ is the traffic load of the system (= λ/µ). From (3.14) we see that the grant delay

increases with the increase in the traffic load, as a BR needs to wait longer for its turn. Note

that an increased grant delay may also increase the random access delay. This is because if

a device does not receive a grant within T16 period, it re-starts the back-off process.

3.4.3 Simulation Study

To evaluate the communications performance of a pilot protection scheme over a WiMAX

network, we have developed a single cell simulation model with a cell radius of 5 km. The

OFDMA parameters are same as specified in Table 3.3. Under the simulation scenario, we
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assume there are four pilot relays per km2, a total of 320 relays within the coverage area

of 78.5 km2 (approx.). Each relay is assumed to communicate with its peer relay only, i.e.

two relays per protection zone. Each protection zone is assumed to experience a single

fault during the simulation run-time of one hour, and each fault is associated with two pilot

signals (see Figure 3.17). Thus, there are 640 pilot signals during the simulation run-time.

All the relays are assumed to be in radio resource connected mode during the course of the

simulation. This can be achieved by regularly exchanging either periodic ranging messages

or explicit status update messages at a pre-defined interval.

To ensure the least possible delay for the pilot protection application under the conventional

BE scheduling service, an aggressive contention parameters was assumed, as listed in Table

3.9.

Table 3.9: WiMAX Simulation Parameters

Parameters Values

No. of BR Opportunities 4 per frame
Initial Back-off Window (W0) 22

Final Back-off Window (Wf ) 28

No. of Max. Retries (m) 8
No. of Detectable Codes/channel 2

Probability of Misdetection 0%
Contention Time-out (T16) 4 frames

According to the IEC 61850 standard, each GOOSE message is comprised of a 26 byte

Ethernet-based MAC header followed by an application-specific payload, called the appli-

cation protocol data unit (APDU) [28]. However, since we are assuming that the relays

are WiMAX enabled, the Ethernet-based MAC header is not required for the GOOSE mes-

sage routing. Instead, each GOOSE APDU is tagged with a 6 byte WiMAX generic MAC

header and a 4 byte CRC. Besides, each pilot signal MPDU contains an 8 byte UDP header

and a 20 byte IPv4 (IP version 4) header. Figure (3.20) shows the MPDU structure of the

pilot signal data packet used for this study.

For application level performance analysis, we use the following two performance indica-

tors: message transmission time (MTT) and message delivery success rate (MDSR). The
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Figure 3.20: MPDU structure of the pilot signal data packet

MTT represents the end-to-end delay for the pilot signal data packets (see Figure 3.19). The

MDSR represents the percentage of total pilot signal messages that were received before

their TTL period expired. As mentioned earlier, a message expiry time of 40 ms is assumed

for the pilot signals. Moreover, to imitate a multi-service environment, we analyse the per-

formance of the pilot protection application with variable background BE traffic between

100 to 400 packets/sec. A small packet size of 100 bytes with a Poisson arrival process is

considered for the background traffic that represents various bursty AMI applications, such

as AMR, DR and EV. The corresponding delay components of the pilot signal data packets

are listed in Table 3.10.

From the results, we see that as the amount of background BE traffic load increases, the

random access delay increases, with a large standard deviation from the mean. This is

because as more devices transmit, the probability of collision increases and the devices

need to undergo more back-off stages for a successful BR. On the other hand, both the

UL and the DL delay components increase with an increase in the amount of background

BE traffic loads. This is because as the pilot signals data packets have the same priority as

other BE packets, they experience the same mean waiting time in the RR scheduling queue,

which also increases with load.

Figure 3.21 shows CDF of the MTTs under various background BE traffic loads. The

Table 3.10: Pilot Signal Delay Components (in ms) under the BE Service

Load Random Access Uplink Downlink

(Packets/sec) Mean S.Dev. Mean S.Dev. Mean S.Dev.

100 39.95 23.63 5.02 0.28 6.18 0.18
200 45.95 35.12 5.36 3.38 6.43 0.19
300 53.86 84.22 5.51 3.54 6.51 0.37
400 68.81 92.65 6.15 4.40 6.60 0.49



82 CHAPTER 3. TRAFFIC MODELLING AND PERFORMANCE ANALYSIS

results show the aggregate effect of increase in various delay components, as listed in Table

3.10. Due to the increased MTT, a large number of pilot signal packets fail to reach the

destination within the required 40ms delay bound 2. In turn, this decreases the MDSR of

the application as shown in Figure 3.22. Note that, even at minimum background BE traffic

with aggressive contention parameters, the MDSR trails below 50 per cent.
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Figure 3.21: CDF of MTT for the pilot signals under the conventional BE service at differ-
ent background traffic loads.
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Figure 3.22: MDSR for the pilot signals under the conventional BE service at different
background traffic loads.

2MDSR represents the number of packets delivered within the expiry time. It does not indicate any packet
loss in the system.
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3.4.4 Key Findings

From the above analysis, it is quite clear that the conventional BE scheduling service of

WiMAX fails meet the QoS requirement of the pilot protection traffic. This is mainly

due to the fact that the random access based BR mechanism in WiMAX uses a shared

contention media without any traffic differentiation. Moreover, all the packets share the

same scheduling queue for a BR grant after a successful access. As a result, the high

priority pilot signal data packets experience the same average delay as the other low priority

packets. Hence, random access differentiation and prioritised grant scheduling are required

for such a mission-critical application to be supported by a WiMAX network.

3.5 Chapter Summary

In this chapter, we conducted a detailed study on AMI, synchrophasor and protective re-

laying communications over a conventional WiMAX network. While a generic traffic

model was used for the performance analysis of the AMI traffic, an application-specific

traffic model was used for the protective relaying traffic. In contrast, both a generic and an

application-specific model were used for the synchrophasor traffic.

The coverage analysis in Section 3.2 shows that a typical WiMAX cell has a moderate range

within a suburban AMI/Smart Grid network with predominantly indoor SSs. However,

the coverage can be greatly improved if outdoor SSs are used due to improved antenna

height/gain, as well as immunity from the building penetration losses. In Chapter 6, we

discuss this in details and propose a hybrid network architecture for improved network

coverage and utilisation.

The simulation studies in Sections 3.2 and 3.4 reveal that the existing random access mech-

anism of WiMAX can significantly degrade the performance of bursty AMI applications,

especially when the access load is high. The performance is even worse for event-based

traffic, such as outage alarms from the smart meters and the protection signals from the

relays. Hence, further investigation of the random access plane is required, followed by the
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development of appropriate load control and traffic differentiation techniques. These are

carried out in Chapter 4 and 5, respectively.

The synchrophasor traffic can be well-supported by the conventional UGS scheduling ser-

vice of WiMAX. Moreover, the use of additional WiMAX features such as persistent

scheduling and ROHC can significantly reduce the radio resource usage of PMU traffic,

as demonstrated in the capacity analysis of Subsection 3.3.3. Although no additional en-

hancement is required, application-specific optimisation may further reduce traffic load for

such applications. This may free-up valuable radio resources from the WiMAX network.

To illustrate this, a number of application-specific optimisations are conducted in Chapter

7 related to synchrophasor communications.



Chapter 4

Random Access: The Key Bottleneck

In the previous chapter, a number of simulation studies revealed that the random access

plane of a conventional WiMAX network is the key bottleneck for supporting bursty M2M

applications in the Smart Grid. Such a notion has also been acknowledged by the IEEE

802.16p working group on M2M communications [8]. Therefore, it is imperative that

we develop detailed understanding of the WiMAX random access procedure so it can be

enhanced and optimised to efficiently support M2M applications in the Smart Grid.

The mandatory random access mechanism for the current generation WiMAX networks

(IEEE 802.16-2009 and beyond) is based on a multicarrier CDMA technique, where multi-

ple users are allowed to collide with multiple codes [58]. However, the BS is able to detect

only a limited number of codes in the presence of multiple access interference (MAI) from

different codes [67]. Besides this, the code detection performance is affected by random

noise and frequency-selective fading in the multipath wireless channel. To retransmit a col-

lided or a misdetected code, the SSs use a distributed contention resolution protocol based

on the TBEB algorithm. Thus, the overall random access performance depends on not only

the back-off parameters of the system, but also the physical parameters of the channel, such

as the number of available codes to the SSs and the number of detectable codes by the BS.

Unfortunately, while a number of analytical models are available for the legacy message-

based contention procedure, only a few have considered the dynamics of the CDMA-based

contention procedure. Therefore, to allocate optimum random access resources to both

85
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M2M and conventional traffic in a Smart Grid communications network, it is quite impor-

tant to develop a tractable model that can accurately evaluate the key performance metrics

of the CRA procedure of WiMAX.

To this aim, in this chapter we present a comprehensive analytical model to evaluate the

performance of CRA procedure for the contemporary WiMAX networks. Compared to the

literature, our model incorporates all key features of the CRA procedure, such as multi-user

multi-code transmission, parallel code detection, and back-off parameters in the perfor-

mance analysis matrix. The unsaturated conditions are captured through a detailed queuing

analysis and integrated with an extended Markov chain model to obtain closed-form expres-

sions for the random access delay and throughput under both saturation and non-saturation

conditions. The accuracy of the model was validated by an extensive set of simulation

results using the well-known OPNET simulator.

The rest of the chapter is organised as follows. Section 4.1 describes the system model

including the code detection process. Section 4.2 describes the related works and highlights

our key contributions. Section 4.3 presents the proposed analytical model. Section 4.4

validates the proposed model by comparing simulation and theoretical results and provides

some interesting insights on the performance of the CRA procedure. Finally, Section 4.5

concludes this chapter 1.

4.1 System Description

Under the CRA mechanism, the BS allocates a group of random access channels and codes

(also known as ranging channels and ranging codes) via the UL-MAP broadcast message.

A random access channel is comprised of six adjacent OFDMA subchannels over L = 144

randomly chosen subcarriers. Separate channels are used for network entry (i.e., ranging)

and the BR procedure. A random access code is an L-bit pseudo-random binary sequence

(PRBS), chosen with equal probability from a bank of K codes, where K ≤ 256 [58]. The

available random access codes are further divided into four subgroups for ranging (initial,
1A part of this chapter has been accepted for publication in proceedings of the IEEE International Con-

ference on Smart Grid Communications (SmartGridComm) in Nov 2014 [68].
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periodic, and handover) and BR purposes. Within each random access channel, multiple

users are allowed to collide using multiple codes. The BS can detect whether a code is

present or not in a random access channel by correlating the received signal with all the

available random access codes.

Let us denote the BR code-matrix as C ∈ RL×K . A component of C is indicated by Cl,k,

where l = 1,2, ...,L and k = 1,2, ...,K; and the kth column of C represents an independent

code denoted by Ck. As described in Subsection 3.1.3, for a random access, a SS picks a

random column from the code matrix C ∈ RL×K and transmits it onto the BR channel by

BPSK modulating each of its L subcarriers, i.e. Cl,k ∈ {−1,+1}.

Now, consider a time instant where M number of SSs are simultaneously contending on the

same BR channel. Let, the mth SS selects the km
th column of the code matrix C ∈ RL×K ,

where m = 1,2, ...,M. The transmitted code over the lth subcarrier from the mth SS be

xl,m = Cl,km for ∀ l ∈ {1,2, ...,L}. (4.1)

More details on OFDM modulation and demodulation process is provided in Appendix B.

In the BS, after down-conversion to baseband and OFDM demodulation, the received signal

from the mth SS over the lth subcarrier be

yl,m = xl,mhl,m + el,m = Cl,kmhl,m +ηl,m for ∀ l ∈ {1,2, ...,L}, (4.2)

where hl,m is the frequency response of the lth subcarrier and ηl,m ∼ C N (0,σ2
η ,m) is a

zero-mean complex Gaussian noise.

Considering the above phenomena, the combined received signal at BS from all M stations

over the lth subcarrier be

yl =
M

∑
m=1

Cl,kmhl,m +ϑl, (4.3)

where ϑl = ∑
M
m=1 ηl,m, which can be modelled as a zero mean complex Gaussian noise, i.e.

ϑl ∼ C N (0,σ2
ϑ
).



88 CHAPTER 4. RANDOM ACCESS: THE KEY BOTTLENECK

Let us construct:

y = [y1,y2, ...,yL]
T , (4.4)

where (·)T denotes transpose of a vector.

To detect the presence of a BR code, the code detector in the BS correlates the received

signal with the original code matrix C ∈ RL×K . The detector takes every column of C and

computes its cross-product with y. Let the detector picks a random column p denoted as

Cp, where p = 1,2, ...,K. The corresponding result of cross-product would be

CT
p y =

L

∑
l=1

{
M

∑
m=1

Cl,kmCl,phl,m +ϑlCl,p

}
(4.5)

If the code Cp is present in y, i.e. Ckm = Cp for some m so that Ckm ·Cp = 1; for all ∀l, we

get

CT
p y =

L

∑
l=1

hl,m +
L

∑
l=1

M

∑
m=1,km 6=p

Cl,kmCl,phl,m +
L

∑
l=1

ϑlCl,p. (4.6)

The first term of (4.6) represents the auto-correlation peak for the code Cp, which is the

sum of complex path gains for the station m. The second term represents the MAI from

other users, which can be modelled as random variable with complex Gaussian distribution

with zero mean and a variance σ2
I . The last term represents the noise floor of the correlator

with zero mean and a variance σ2
ϑ

. If CT
p y is greater than a pre-defined threshold ξ , the

code Cp is assumed to be present in y.

In the receiver, the mutual orthogonality of the codes are partially lost as the cross-correlation

is performed between hl,mCl,km and Cl,p, instead of Cl,km and Cl,p. Therefore, as the num-

ber of contending codes increases, the MAI level in (4.6) start to increase, due to the resid-

ual cross-products. In turn, this reduces the probability of a successful detection. Thus,

depending on the detection algorithm used, the BS can detect only a limited number of

codes D, such that D≤ K.

Contention occurs when two or more SSs select the same random access code, as the BS
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can not provide a unique bandwidth grant: it has no information about their connection IDs.

The SS considers its code transmission lost (either due to contention or failed detection),

if no grant has been received within the n waiting frames of the T16 time-out period. To

resolve contention, WiMAX uses the TBEB algorithm with back-off parameters W0, Wf

and m, as described in Subsection 3.1.3.

4.2 Related Works

Performance analysis and optimisation of the random access plane has been an intensely

researched topic in WiMAX. A vast number of analytical models are available, mostly

for the legacy message-based contention procedure. Under the message-based contention

procedure, the BS allocates a number of fixed-size contention-slots and allows the SSs to

send their BR headers directly. Thus, the message-based contention mechanism is a three

step procedure, in contrast to the five step procedure of the CRA mechanism (see Figure

3.2 ). While there are fundamental differences between these two mechanisms in terms of

channel configuration, both use the same TBEB contention resolution protocol.

One of the early works in this arena was reported by Vinel et al. (2005) in which they

proposed an analytical model to calculate random access delay under saturated condition

by adapting the Markov chain model for IEEE 802.11 proposed by Bianchi (2001) [69, 70].

An alternative model was proposed by He et al.(2007) based on fixed-point analysis to

calculate both saturation throughput and delay [71]. They assumed that only a fixed number

of grants can be served per frame and the successful BRs are either served in the next

frame or dropped. Perera et al. (2007) proposed a Markov chain based model considering

the effect of T16 period at the end of each back-off stage [72]. They assumed that the

successful BRs are allocated in the next frame, while the unsuccessful BRs have to wait

until the T16 timer expires.

Another notable work was published by Fallah et al. (2008) considering the effect of wait-

ing time and timeouts in the T16 period. They assumed that the SSs have a constant proba-

bility of receiving a grant from the BS at each waiting frame depending on the admission
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control strategy [73]. However, in practice the process has a conditional probability, that

is, the probability that a SS will receive a grant in the current waiting frame decreases as it

approaches the end of the waiting period.

Note that all the above models have considered saturated conditions for the performance

analysis. However, at saturation the random access delay increases abruptly due to long

waiting times in the SS queue and the throughput starts to drop, as some packets reach

their retry limits. Therefore, for most of the time a typical WiMAX network operates under

unsaturated conditions, where the overall random access load is low and the SSs generate

requests intermittently.

To incorporate the unsaturated conditions, Ni et al. (2010) first proposed a Markov chain

based model by considering the effect of the SS queues [74]. They assumed that a BR

may fail either due to collision or channel impairment and evaluated the throughput and

delay under various load and channel conditions. However, their assumption about the

SS queuing behavior is not applicable for a request-based contention process, such as the

CRA procedure (more details in the next section). Moreover, the effect of T16 period was

not considered.

Recently, another Markov chain based model was proposed by Giovanni and Hadzic-

Puzovic (2012) adopting a similar approach but with a more accurate analysis of the SS

queues [75]. Moreover, they obtained the probability distribution for the grant allocation

process by the modelling the BS as a RR server that serves the BE traffic only. They further

assumed a fixed packet size for all the requests (equal to the capacity of one UL subframe).

However, in practice the BS serves multiple classes of traffic with variable packet sizes

using vendor-dependent scheduling algorithms [76]. Further, multiple grants may be allo-

cated in the same frame or a single grant may spread over multiple frames depending on

the packet-size and QoS profile of the connection. With the CRA procedure, the BS only

allocates a nominal bandwidth grant (the CDMA allocation IE), which decouples the grant

scheduling process from the random access procedure.

Of the notable works on the CRA procedure, Seo et al. (2006) investigated its performance

considering fixed delays in the T16 period [77]. Later, Seo and Leung (2011) further en-



4.3. ANALYTICAL MODELLING 91

hanced the work and proposed an access prioritisation scheme [78]. However, the request

arrival process was not modelled and the effect of T16 period was not considered. A key

assumption in their analysis was that the transmitted CDMA codes maintain perfect or-

thogonality, that is, the BS is able to detect all the codes that it may receive. However, in

practice, the BS has a limited code-detection capability depending on the performance of

the code detection algorithm under random noise and multipath fading.

Compared to the aforementioned works, the main contributions of the proposed model are

as follows:

• a detailed queuing analysis to accurately evaluate the mean and probability distribu-

tion of the random access delays for both successful and unsuccessful requests;

• an extended Markov chain analysis to evaluate the access throughput and access suc-

cess probability considering the stochastic variability during the T16 time-out period;

• analysis of the effect of multi-user code transmission and parallel code detection on

the performance of the random access channel; and

• accurate prediction of the transition from non-saturation to saturation mode under a

given set of back-off parameters.

4.3 Analytical Modelling

In this section, we present a comprehensive analytical model for accurate performance

analysis of the WiMAX CRA procedure under both saturated and unsaturated conditions.

While the model is developed by considering the BR aspect of the CRA procedure, it is

equally applicable to the ranging process.

4.3.1 Modelling Assumptions

Let us consider a single cell WiMAX network with N number of SSs. The following

assumptions are made for the proposed analytical model.
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1. The request arrival process follows a Poisson distribution (exponentially distributed

interarrival time) with an arrival rate λ . Such an assumption is consistent with the

ranging evaluation guidelines specified by the IEEE 802.16p working group [61].

2. The smallest back-off period in the SS is one WiMAX frame Tf . We choose Tf as

the unit of time. All other relevant quantities are expressed in this unit. For instance

λ is the average number of request arrivals in one frame.

3. For each higher layer data packet, the SS MAC registers a request-pointer in the BR

queue to execute the random access procedure. A SS does not initiate a new random

access procedure until the last one has been completed.

4. Since the BR queue only stores request-pointers and removes a request-pointer at

the end of the random access procedure regardless of its outcome, an infinite queue

length is assumed.

5. As described in the previous section, the BS can simultaneously detect only a limited

number of codes (denoted by D) in the presence of random noise, multipath fading,

and MAI from different codes. If more than D codes collide on the same ranging

channel, the BS will fail to detect any of them [61]. Also, the probability that the

BS fails to detect an un-collided code remains constant independent of the back-off

process.

6. Collision occurs if more than one SSs transmit the same code on the same rang-

ing channel. In this case, all the code transmissions are assumed to be failed. This

is because the BS can detect only one code (due to the capture effect) and sched-

ules a CDMA allocation to that code-channel pair. However, multiple devices will

recognise the same allocation; hence, their BR headers will collide. Moreover, the

probability that a code transmission from a given SS will suffer a collision remains

constant and does not depend on the previous retransmission history [70].

7. Upon successful reception of a code, the BS allocates a CDMA grant within the time-

out period based on an implementation-specific algorithm, which is independent of
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the contention process [73, 79]. However, to develop a generic model incorporating

its effect, we assume that the BS allocates a bandwidth grant according to the prob-

ability mass function f (x) within the n waiting frames of the T16 time-out period,

where x = 1,2, ...,n. Also, we denote the mathematical expectation of f (x) as µ such

that µ = E(x) = ∑
n
x=1 x f (x).

4.3.2 Preliminaries and Notation

In the sequel we encounter random variables which take non-negative integer values. Here,

we present a summary of the notation, conventions and basic results used later.

A random variable is written in boldface font. The probability distribution function of a

integer valued random variable υ is denoted as Pυ(·). Thus, the probability that υ = ` is

Pυ(`), where 0 ≤ Pυ(`) ≤ 1, ∀`. Since all the probabilities must sum up to one, we can

write
∞

∑
`=0

Pυ(`) = 1. (4.7)

The mean or mathematical expectation of υ is defined as

E(υ) =
∞

∑
`=0

`Pυ(`). (4.8)

In the sequel we make extensive use of characteristic functions. The characteristic function

of υ is denoted by Cυ and defined as

Cυ(z) := E(zυ) =
∞

∑
`=0

Pυ(`)z`. (4.9)

where z is a complex number in general. Note that since υ ≥ 0, Cυ(z) is analytic within

the closed unit disc in the standard complex plane, and we can evaluate Cυ(z) for any z

satisfying |z|= 1. In particular, by setting z = 1 in (4.40) and using (1) note that

Cυ(1) = 1. (4.10)
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Consequently, we can compute the entire probability distribution Pυ(`) via inverse discrete-

time Fourier transform:

Pυ(`) =
1

2π

∫
π

−π

Cυ(e−iω)eiωdω, where z=e−iω .

Now consider another random variable u, which is potentially correlated with υ . Let

Pυ |u(`| j) be the conditional probability that υ = `, given that we know u = j. If we know

the distribution of u and the conditional distribution of υ given u, then we can calculate the

distribution of υ using the total probability theorem:

Pυ(`) =
∞

∑
j=0

Pu( j)Pυ |u(`| j). (4.11)

The conditional characteristic function Cυ |u(z| j) of υ given that u = j is defined as the

z-transform of Pυ |u(`| j):

Cυ |u(z| j) :=
∞

∑
`=0

Pυ |u(`| j)z`. (4.12)

As before, for all j the conditional characteristic function Cv|u(z| j) is analytic when |z| ≤ 1,

and we can recover Pυ |u from the Cυ |u via inverse discrete time Fourier transform of Cυ |u.

It is also readily verified that the following identities hold for all j:

Cυ |u(1| j) = 1, C(0| j) = Pυ |zu(0, j), Ċ(1| j) = Eυ |u( j).

Moreover, using (4.9), (4.11) and (4.12), we deduce that

Cυ(z) =
∞

∑
j=0

Pu( j)Cυ |u(1| j). (4.13)

We note in passing that if υ and u are independent and w = u+υ , then

Cw(z) = E(zw) = E(zuzυ) =Cu(z)Cυ(z). (4.14)
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Figure 4.1: The 2-D Markov Chain diagram for the proposed analytical model.

4.3.3 Markov Chain Analysis

Let, the probability that code transmission fails be denoted by p. A discrete time 2-D

Markov chain shown in Figure 4.1 is used to study the back-off process of a SS, where

the vertical axis represents the stochastic processes at different back-off stages, i.e. i ∈

{0,1,2, ...,m}, and the horizontal axis represents the stochastic processes within each back-

off stage, i.e. k ∈ {−n, ...,0,1, ...,Wi− 1}. Within each back-off stage, the random states

are divided into two phases: i) the back-off waiting phase before a code transmission,

where k ∈ {0,1, ...,Wi−1}, and ii) the grant waiting phase after a code transmission, where

k ∈ {−n, ...,−2,−1}. In addition, the two rhomboidal states at the beginning of the chain

are used to represent Idle and Active states of the SS queue, respectively. Let q be the

probability that a station is in the Active state.

Let r j : j ∈ {1,2, ...,n} be the steady-state transition probabilities of the successive grant
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waiting states. In other words, the probability that the system jumps from state (i,− j) to

(i,− j−1) is r j. As can be seen from Figure 4.1, if a CDMA allocation has been received

while the system is in state (i,− j), the system goes back to the Idle state with probability

1−r j . On the other hand, if the system is in state (i,−n), and it does not receive a grant

while it is there, then the back-off index will increase and a new back-off counter will be

uniformly chosen from the range {0,Wi−1}, where i < m.

We apply the laws of conditional probability to find r j. Firstly, the probability that the

system is in the state (i,− j) is

bi,− j = bi,0

j−1

∏
k=1

rk.

On the other hand, the system moves on to the state (i,− j) when a transmission attempt

is made from the state (i,0), but it does not receive a grant from the BS until the state

(i,− j−1). This happens if,

• either the code transmission attempt fails (probability of this is p), or

• the transmission attempt succeeds, but the grant is not received until time j. The

probability that this happens is (1− p)∑
n
x= j+1 = j+1 f (x), where x = 1,2, ...,n.

Hence, the probability that the system is in the state (i,− j−1) is

bi,− j−1 = bi,0

j

∏
k=1

rk = bi,0

{
(1− p)

n

∑
x= j+1

f (x)+ p

}
.

After a few steps of algebra, the above equation yields

r j =
∑

n
x= j+1 f (x)+ p∑

j
x=1 f (x)

∏
j−1
k=1 rk

=
∑

n
x= j+1 f (x)+ p

(
1−∑

n
x= j+1 f (x)

)
∏

j−1
k=1 rk

=
p+(1− p)∑

n
x= j+1 f (x)

∏
j−1
k=1 rk

(4.15)

In addition, we note that r1r2. . . r j = p.
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At the end of the waiting phase of the final back-off stage, the request will either be trans-

mitted successfully or discarded by the system. That is, if the system is in state (m,−n) and

it does not receive a grant while it is there, then the packet transmission request is denied

altogether, and the system goes back to the Idle state. After entering the Idle state, the

SS starts a new back-off process if there is a packet(s) waiting in the queue. Otherwise, it

continuously checks for new packet arrivals and goes to the Active state once a new packet

arrives.

At steady-state, we can write

bi,k =

rnbi−1,−n/Wi, k =Wi−1

bi,k−1 + rnbi−1,−n/Wi, k = 0,1, ...,Wi−2
(4.16)

However, rnbi−1,−n = bi,0 · (r1....rn) = pbi,0. Hence,

bi,k =
p(Wi− k)

Wi
bi−1,0 (4.17)

This implies

bi,0 = pbi−1,0 = pib0,0. (4.18)

Combining (4.17) and (4.18), we get

bi,k =
pi (Wi− k)

Wi
b0,0. (4.19)

The normalisation condition of the Markov chain requires

m

∑
i=0

(
Wi−1

∑
k=0

bi,k +
−n

∑
k=−1

bi,k

)
= 1. (4.20)

Consider the first term of (4.20):

m

∑
i=0

Wi−1

∑
k=0

bi,k =
m

∑
i=0

b0,0

Wi−1

∑
k=0

(wi− k)
pi

Wi
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Recalling Wi = 2iW0, and assuming α = (1− pm+1)/(1− p) and β =
{

1− (2p)m+1}/(1−
2p) in above, we get

m

∑
i=0

Wi−1

∑
k=0

bi,k =
b0,0

2
(W0β +α). (4.21)

Consider the second term of (4.20):

m

∑
i=0

−n

∑
k=−1

bi,k=
m

∑
i=0

bi,0
(
1+ r1 + r1r2 + ....+ r1r2...r j−1

)
=b0,0

m

∑
i=0

pi
n

∑
j=1

{
p+(1− p)

n

∑
k= j

f (k)

}

=b0,0α

{
np+(1− p)

n

∑
j=1

j f ( j)

}
=b0,0α {np+(1− p)µ} (4.22)

Combining (4.21) and (4.22), we get

b0,0 {0.5W0β +α [0.5+np+(1− p)µ]}= 1. (4.23)

While in Active state, the SS transmits only when its back-off counter reaches zero, i.e. in

the (i,0) states. Hence, the probability τ that a station transmits in a ranging channel is

given by

τ = q
m

∑
i=0

bi,0. (4.24)

Using (4.18) and (4.23) in above, we get

τ =
qα

0.5W0β +α [0.5+np+(1− p)µ]
. (4.25)

Since τ is a function of p, we need to determine τ to find the value of p. However, (4.24)

implies that in order to determine τ , we first need to find the value of q.
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4.3.4 Queuing Analysis

The aim of this subsection is to determine the probability q that the Markov Chain in Figure

4.1 remains in Active state. Here, we consider an infinite SS queue length as per Assumption

4 in Subsection .

Let, a SS spends t amount of time to complete the random access procedure. While the SS

is busy serving a request, additional requests may arrive at the SS queue. Let the random

variable m denotes the number of requests arrived within a time interval of t and the random

variable r denotes the number of requests waiting to be processed at a given time instant.

We further denote the offered load as

ρ := λE(t) , (4.26)

where E(t)is the mean back-off service time. In other words, it is the mean random access

delay of the system.

Now, based on the preliminaries in Subsection 4.3.2, we make the following propositions:

Proposition 1. The characteristic function of m is given by

Cm(z) =Ct[exp{λ (z−1)}]. (4.27)

In addition,

Ċm(1) = ρ.

Proof. Let Pm|t(`|t) denotes the conditional probability that m = ` given t = t. Using the

total probability theorem, we have

Pm(`) =
∞

∑
t=0

Pt(t)Pm|t(`|t). (4.28)

However, Pm|t(`|t) is same as the probability that ` requests arrive within an interval t.
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Hence, by Markovian assumption on the arrival process we have

Pm|t(`|t) =
(λ t)`

`!
exp(−λ t). (4.29)

Combining (4.28) and (4.29) according to (4.9), we get

Cm(z) =
∞

∑
`=0

Pm(`)z` =
∞

∑
t=0

Pt(t)
∞

∑
`=0

(λ tz)`

`!
exp(−λ t)

=
∞

∑
t=0

Pt(t)exp{λ t(z−1)}=
∞

∑
t=0

Pt(t)[exp{λ (z−1)}]t

=Ct[exp{λ (z−1)}].

Now differentiate both sides of the above to get

Ċm(z) = λ exp{λ (z−1)}Ċt[exp{λ (z−1)}],

⇒ Ċm(1) = λĊt(1)

Using preliminaries (4.8) and (4.9), it can be readily verified that Ċt(1) = E(t). Using this

and (4.26) in above we can write

Ċm(1) = λE(t) = ρ.

Proposition 2. The characteristic function of r is given by

Cr(z) =
(1−ρ)(1− z)
1− z/Cm(z)

. (4.30)

In addition,

Pr(0) =Cr(0) = 1−ρ.

Proof. Let, ri denotes the number of pending requests immediately after the ith request

is served. By stationary Pri(`) = Pr(`) for all i sufficiently large. If it turns out that j > 0

transmission requests are pending immediately after the (i− 1)th request is served, i.e.

ri−1 = j > 0 , then the SS queue will have no idle time. It will start serving the ith request
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immediately. If ` requests arrive while the SS serves the ith request, then ri will be j−1+`.

The probability of this event is Pm(`). Therefore, ∀ j > 0,

Pri|ri−1( j−1+ `| j) =

Pm(`), `≥ 0 ,

0 ` < 0 .

Hence ∀ j > 0, using the preliminary (4.12), we can write

Cri|ri−1(z| j) = z j−1Cm(z). (4.31)

On the other hand, if it turns out that there are no requests pending immediately after the

(i− 1)th request is served, then the SS will sit idle until the next request arrives. In this

case, ri = ` only if ` requests arrive while the ith request is being served and the probability

of that is Pm(`). Therefore,

Pri|ri−1(`|0) = Pm(`), ⇒Cri|ri−1(z|0) =Cm(z). (4.32)

If a steady state is reached, then Cr(z) = Cri(z). Hence, by total probability theorem we

have

Cr(z) =Cri(z) =
∞

∑
j=0

Prk−1( j)Cri|ri−1(z| j).

Using (4.31) and (4.32) in above, we can write

Cr(z) = Pr(0)Cm(z)+
∞

∑
j=1

Pr( j)z j−1Cm(z).

After re-arranging, we get

Cr(z)
Pr(0)

=Cm(z)

{
1+

1
z

∞

∑
j=1

Pr( j)
Pr(0)

z j

}

=Cm(z)
{

1+
1
z

(
Cr(z)
Pr(0)

−1
)}

.
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After a few steps of algebra the above yields

Cr(z)
Pr(0)

=
z−1

z/{Cm(z)−1}
. (4.33)

Next we find Pr(0). By differentiating the above, we get

Ċr(z)
Pr(0)

{z−Cm(z)}+
2Cr(z)
Pr(0)

{
1−Ċm(z)

}
= Ċm(z){z−1}+2Ċm(z).

By setting z = 1 in above and considering the fact that Cm(1) = 1 as per (4.10), we get

1
Pr(0)

{
1−Ċm(1)

}
= 1.

But Proposition 1 yields Ċm(1) = ρ . Hence, we have

Pr(0) = 1−ρ. (4.34)

By combining (4.33) and (4.34), we get

Cr(z) =
(1−ρ)(1− z)
1− z/Cm(z)

.

Note that Pr(0) is the probability that the queue is empty and it is the probability that the

system is idle. Thus, using (4.26) we can write

q = 1−Pr(0) = λE(t). (4.35)

From (4.35) we see that in order to determine q, we first need to find the value of E(t).

4.3.5 Back-off Service Time Analysis

In this subsection, we derive the mean back-off service time E(t) of the system. The

analysis is carried out in the following two steps:
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i) Delay in the ith back-off Stage: Let the back-off stage i be associated with a binary

random variable si such that si takes a value 1 when a request is transmitted successfully;

and otherwise si = 0. It is readily verified that

Psi(0) = p, Psi(1) = 1− p. (4.36)

Let di be the time that the process needs to spend in the back-off stage i. This delay consists

of two independent components, i.e.

di = bi +δ . (4.37)

The first component bi denotes the time spent in the back-off waiting phase, and the second

component δ denotes the time spent in the grant waiting phase in Figure 4.1. Note that,

Pbi(k) =

1/Wi, k ∈ {0,1, ...,Wi−1}

0, Otherwise
(4.38)

In terms of characteristics function

Cbi(z) =
1

Wi

Wi−1

∑
k=0

zk. (4.39)

In addition,

E(bi) =
1

Wi
{0+1+ ...+Wi−1}= Wi−1

2
,

E(b2
i ) =

1
Wi
{02 +12 + ...+(Wi−1)2}= (Wi−1)(2Wi−1)

6
.

If the transmission attempt is unsuccessful, i.e. si = 0, then δ = n, where n is the T16

time-out interval. This yields

E(δ |si = 0) = n, E(δ 2|si = 0) = n2.

Also, using (4.12) we have

Cδ |si(z|0) = zn.
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The conditional distribution Pδ |si of a given successful transmission, i.e. si = 1 depends on

the probability mass function f (x), as defined in Assumption 7. Thus, we can write

E(δ |si = 1) = µ, E(δ 2|si = 1) = σ
2,

where µ = E(x) = ∑
n
x=1 x f (x) and σ2 =Var(x).

We further assume:

Cδ |si(z|1) = D(z).

Now, based on (4.37) and using the preliminary (4.14), we find the conditional distribution

and mean of di for a successful code transmission attempt from stage i as

Cdi|si(z|1) =Cbz(z)Cδ |si(z|1) =Cbz(z)D(z). (4.40)

Also,

E{di|si = 1}= Wi−1
2

+µ,

E{d2
i |si = 1}= (Wi−1)(2Wi−1)

6
+σ

2. (4.41)

Similarly, the conditional distribution and mean of di for a failed code transmission attempt

from stage i are given by

Cdi|si(z|0) =Cbz(z)Cδ |si(z|0) =Cbz(z)z
n. (4.42)

Also,

E{di|si = 0}= Wi−1
2

+n,

E{d2
i |si = 0}= (Wi−1)(2Wi−1)

6
+n2. (4.43)
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ii) Service Time of the Back-off Process: Define a binary random variable s such that s

takes a value 1 when a code is transmitted successfully; and otherwise s = 0. Note that the

number of back-off stages is m+1 and they are indexed as 0,1,2, ...,m. Now, let us define

another random variable n such that

• n = i≤ m if a code is transmitted successfully from back-off stage i < m.

• n = m+1 if the all the attempts for transmitting the code fail.

First, we wish to find the conditional distribution of the total delay t given that a request is

transmitted successfully from back-off stage i. The total delay is

t = d0 +d1 + · · ·+di.

Since the delay incurred in a back-off stage is independent of the delay incurred in the other

stages, we have

Ct|n(z|k) =Cdi|si(z|1)
i−1

∏
j=0

Cd j|s j(z|0).

Using (4.40) and (4.42), and then (4.39) in above, we get

Ct|n(z|k) = zniD(z)
i

∏
j=0

{
W j−1

∑
`=0

z`

Wj

}
. (4.44)

In addition,

E(t|n = i) = ni+µ +
i

∑
j=0

Wi−1
2

, (4.45)

and

E(t2|n = i) = ni+µ +
i

∑
j=0

(Wi−1)(2Wi−1)
6

. (4.46)

Next we find the conditional distribution of n given that s= 1, that is, the code is transmitted

successfully. Recalling (4.36) for i≤ m, we have

Pn(k) = Psi(1)
i−1

∏
j=0

Ps j(0) = pi(1− p).
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Now s = 1 if and only if n≤ m. Hence,

Ps(1) =
m

∑
i=0

Pn(k) = (1− p)
m

∑
i=0

pi = 1− pm+1.

Clearly, the probability that all m attempts to transmit a code fails is Ps(0) = 1−Ps(1) =

pm+1. Hence, we have

Pn|s(i|1) =
pi(1− p)
1− pm+1 = pi

(
m

∑
i=0

pi

)−1

.

Thus, the conditional characteristic function of the delay t incurred by a request given that

it has been transmitted successfully is

Ct|s(z|1) =

(
m

∑
i=0

pi

)−1 m

∑
i=0

piCt|n(z|i). (4.47)

Using (4.44) in above, we get

Ct|s(z|1) =

(
m

∑
i=0

pi

)−1

D(z)
m

∑
i=0

pizni
i

∏
j=0

{
Wj−1

∑
`=0

z`

Wj

}
. (4.48)

In addition, the mean delay experienced by a successfully transmitted code is given by

E(t|s = 1) =

(
m

∑
i=0

pk

)−1 m

∑
i=0

piE(t|n = 1).

Using (4.45) in above, we get

E(t|s = 1) = µ +

(
m

∑
i=0

pi

)−1 m

∑
i=0

pi

{
ni+

W j−1

∑
j=0

Wj−1
2

}
. (4.49)

Also,

E(t2|s = 1) =

(
m

∑
i=0

pi

)−1 m

∑
i=0

piE(t2|n = 1).
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Using (4.46) in above, we get

E(t2|s = 1) = σ
2 +

(
m

∑
i=0

pi

)−1

·
m

∑
i=0

pi

{
n2i+

W j−1

∑
j=0

(Wj−1)(2Wj−1)
6

}
. (4.50)

Now, similar to (4.47), the conditional characteristic function of the delay t incurred by a

failed request is

Ct|s(z|0) =
m

∏
i=0

Cdi|si(z|0) = znm
m

∏
i=0

{
W j−1

∑
`=0

z`

Wj

}
. (4.51)

In addition, the mean delay incurred by a failed is given by

E(t|s = 0) = mn+
m

∑
i=0

Wi−1
2

. (4.52)

Also,

E(t2|s = 0) = mn2 +
m

∑
i=0

(Wi−1)(2Wi−1)
6

. (4.53)

Combining above formulae, we have

Ct(z) = (1− pm)Ct|s(z|1)+ pmCt|s(z|0).

Using (4.48) and (4.51) in above, we get

Ct(z) = (1− p)D(z)
m

∑
i=0

pizni
i

∏
j=0

{
W j−1

∑
`=0

z`

Wj

}
Ct(z)

+piznm
m

∏
i=0

{
W j−1

∑
`=0

z`

Wj

}
, (4.54)

while the mean back-off service time is

E(t) = Ps(0)E(t|s = 0)+Ps(1)E(t|s = 1).
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Using (4.49) and (4.52) in above and after some simplifications, we get

E(t) =
m

∑
i=0

pi
{

Wi−1
2

+n · i+(1− p)µ
}
. (4.55)

Similarly,

E(t2) = Ps(1)E(t2|s = 0)+Ps(1)E(t2|s = 1).

Using (4.50) and (4.53) in above and after some simplifications, we get

E(t2) = (1− pm+1)σ2 +
pn2(1− pm+1)

1− p

+
m

∑
i=0

pi (Wi−1)(2Wi−1)
6

. (4.56)

4.3.6 Access Probability Analysis

In this section, we calculate the access probability of the system in terms of the conditional

probability p that a code transmission fails. To do so, we exploit the fact that for a suc-

cessful code transmission, maximum D stations can transmit with different codes out of K

number of available codes. Thus, we get

p= 1−
D−1

∑
i=0

(N−i
i

)
τ

i(1− τ)N−1−i(1− 1
K
)i. (4.57)

Equation (4.25) and (4.57) present a non-linear system that can be solved for p in the

range of 0≤ p≤ 1 using numerical techniques. To verify whether the system has a unique

solution, we plot p versus τ for different values of N in Figure 4.2. The plot shows that

both p and τ are continuous functions having only one intersection for a given value of N,

which represents the unique solution for the system.

Before moving on to the next section, we introduce two performance indicators for a ran-

dom access channel. First, the normalised access load is defined as the average number of

access requests over a given ranging channel. Since we assumed a mean request arrival rate

of λ per frame per SS, the normalised load is Nλ per random access channel. Second, the

normalised access throughput is defined as the average number of successfully transmitted
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Figure 4.2: τ vs. p for different values of N.

codes over a given ranging channel. It is obtained from the conditional probability that a

given SS transmits a code and the code is successfully received by the BS, which is given

by

θ = Nτ(1− p). (4.58)

4.4 Model Validation and Performance Analysis

First, we evaluate the code detection performance of the WiMAX random access plane.

To do this, we develop a Monte-Carlo simulation model using MATLAB. The system is

assumed to be operating at 2.3 GHz with a bandwidth of 5 MHz and a sampling frequency

of 5.6 MHz. The FFT size is assumed to be 512 with a cyclic-prefix size of 128 samples.

To simulate multipath channels, the Stanford University Interim (SUI) channel model 3

and 4 are used, as recommended by the IEEE 802.16p evolution methodology document

(EMD) [80]. Each of these models has three taps as listed in Table 4.1 (considering an

omnidirectional BS). The first tap is modelled as a Rician-fading channel and the remaining

two are modelled as Rayleigh-fading channels, with a mean value described in Table 4.1.

Additionally, the tap delays are varied based on a Chi-square distribution to ensure that
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Table 4.1: Multipath Channel Parameters

Parameter
SUI-3 Model SUI-4 Model

Tap-1 Tap-2 Tap-3 Tap-1 Tap-2 Tap-3

Delay (µs) 0 0.4 0.9 0 1.5 4
Power (dB) 0 -5 -10 0 -4 -8

Doppler 0.4 0.3 0.5 0.2 0.15 0.25
K-factor 1 0 0 0 0 0
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Figure 4.3: Probability of successful code detection at varying access load under SUI-3 and
SUI-4 multipath channel models.

each user experiences a different channel in every WiMAX frame. A raised-cosine filter

is used for OFDM pulse-shaping with a roll-off factor of 0.22. Moreover, the detection

performance is measured at a SNR level of 10 dB.

The corresponding results are shown in Figure 4.3. From the results, we see that the code

detector in the BS can only detect a few codes under the existing WiMAX random access

scheme. For example, under the SUI-3 and 4 channel models, the code detector can detect

only a single code with more than 90 per cent detection probability. Note that the detection

performance can vary depending on the detection threshold used, which is outside the scope

of this work.

Next, we validate our proposed analytical model by comparing numerical and simulation

results. The simulation model is developed using the OPNET Modeller 16.0 based on the

same network parameters specified previously. Figure 4.4-4.7 plots the simulation results
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Figure 4.4: WiMAX random access performance under different initial back-off windows.

(dots) versus the numerical results (lines) in terms of mean random access throughput and

mean random access delays at varying loads under different back-off and channel parame-

ters. The figures clearly show a good agreement between the numerical and the simulation

results which confirms the accuracy of the analytical model.

Figure 4.4 shows the effect of initial back-off window sizes on the mean throughput and

delay of the random access channel under the fixed parameters m = 8, n = 8, D = 1. From

Figure 4.4(a), we see that for all back-off window sizes, the throughput follows the load

until the saturation point after which it degrades with further increase in the load. From

Figure 4.4(b), we see that after the saturation point, the random access delay starts to in-

crease abruptly as the SS queues become unstable: they are never empty (i.e. q→ 1). As a

result, the requests experience higher delays and the throughput starts to drop, since some

requests reach their retry limits. Note that the larger the initial back-off window, the longer

the throughput remains stable after the saturation point, as the code transmission attempts

are randomised over a larger interval. However, this achievement comes at a cost of higher

delays, especially during the unsaturated condition.

Figure 4.5 shows the effect of different retry limits under the fixed parameters W = 23, n =

8, D = 1. From the results, we see that increasing the retry limit improves the throughout

performance only after the saturation point, while the delay performance remains almost
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Figure 4.5: WiMAX random access performance under different back-off retry limits.

unchanged.

Next, we increase the number of detectable codes by the BS to two (i.e. D = 2) and vary

the number of available codes K to the SSs for fixed parameters W = 23, m = 8, n = 8. The

corresponding results are plotted in Figure 4.6. Comparing Figures 4.4 and 4.6, we see that

when the number of available codes is high, doubling the detectable codes almost doubles

the throughput performance. However, the delay remains the same. Hence, improved code

detectability can significantly improve the random access performance of the network.

Lastly, we examine the relation between the available codes K and the detectable codes D.

Note that while D remains fixed under a given channel condition, K can be adjusted by

the system operator. However, the extent to which K can be varied is restricted, as only a

limited number of codes are available for a particular random access channel.

Figure 4.7 plots the random access throughput and delay for three detectable codes (i.e.

D = 3) with a varying number of available codes. The corresponding results are consistent

with those obtained from Figure 4.6 with two detectable codes. To interpret the results, we

define the parameter sustainable access throughput θs as the maximum throughput of the

channel before entering saturation. From both Figures 4.6 and 4.7, we see that the optimum

value of θs is obtained when K = 2D.
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Figure 4.6: WiMAX random access performance under two detectable codes.
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Figure 4.7: WiMAX random access performance under three detectable codes.
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4.5 Chapter Summary

In this chapter, we presented a comprehensive analytical model to evaluate the performance

of the CDMA-based random access procedure in WiMAX. The results obtained from the

analytical model and matched by the simulation results verify the accuracy of the proposed

model. Moreover, it shows that the model is able to accurately predict the transition of the

random access plane from non-saturation to saturation mode under a range of contention

and channel parameters. Since the proposed model is physical layer agnostic, it can be

used to predict the performance of a random access channel for different code detection

algorithms under varying channel conditions.

Based on this model, in the next chapter we develop a number of techniques to enhance the

performance of the WiMAX random access plane for M2M communications in the Smart

Grid.



Chapter 5

Random Access Enhancement

From simulation studies in Chapter 3 and the results from the analytical model in Chapter

4, we observe that the unique features of M2M applications pose the following two key

challenges to the existing WiMAX random access mechanism.

First, the random access channels perform optimally when the number of devices that are

contending simultaneously does not exceed a particular threshold. Otherwise, the channel

becomes unstable in terms of access success rate and access delay. Moreover, apart from

the high perennial random access load, the number of simultaneously contending devices

may increase rapidly due to a certain fault/outage event [81]. In turn, this may congest the

whole random access plane, resulting in heavy packet loss and prolonged delay.

Second, in the existing IEEE 802.16 standards, only a single QoS scheduling class, i.e.

the BE service is associated with random access mechanism. Therefore, it is not possi-

ble to provide differentiated access service to various M2M devices/applications using the

conventional BE service.

A simple solution to the first problem is to increase the number of BR channels to accom-

modate more devices and use separate channels to enforce traffic differentiation. However,

from Figure 4.3 in the previous chapter, we see that under the existing schemes only a

few codes can be detected reliably per channel per frame. Therefore, many BR channels

are required, which would substantially reduce the payload capacity of the overall system.

Moreover, allocating separate channels for different classes of traffic is not an efficient

115
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solution as it fails to take the advantage of statistical multiplexing of BRs from different

devices.

To address this issue, the recent IEEE 802.16p amendment for M2M communications has

proposed several solutions, mostly based on access control over the MAC layer [9]. More-

over, several works have already appeared in the literature concerning this problem. Of the

notable works, an adaptive slotted-ALOHA based access protocol is proposed in [82] to

support event-driven M2M application. A CSMA/CA based MAC protocol is proposed in

[83] that employs a contention period and a transmission period to support a large number

of M2M devices. However, these schemes require significant modification to the existing

standards and are not suitable for a network supporting both M2M and non-M2M traffic.

Since in a Smart Grid environment, most M2M devices are either fixed or have very low-

mobility, their wireless channels are expected to experience only a small variation in time.

The Doppler spectrum for such a channel has a rounded shape with zero-mean which yields

a large coherence time [84]. Based on this unique feature of M2M traffic, in this chapter we

propose an enhanced random access scheme, where the fixed/low-mobility M2M devices

pre-equalise their BR codes using the estimated frequency response of their slowly-varying

channels. Consequently, the BS is able to detect a large number of codes as their mu-

tual orthogonality remains preserved. Mathematical analysis is conducted to determine the

theoretical performance limit of the code detector. The analysis reveals that the default

pseudo-random code matrix specified in the IEEE 802.16 standard is not quite effective for

detecting a large number of codes under the proposed scheme. As a remedy, we argue that

a Hadamard code matrix can significantly increase its code detection performance. More-

over, a DRA strategy is proposed to provide QoS-aware access service to various M2M

devices. The theoretical performance of the proposed scheme is validated by simulation

results under both of the two code matrices. Compared to the literature, our proposal is

fully compliant with the existing WiMAX specifications, except that it requires a dedicated

BR channel when both M2M and conventional applications need to be supported. Such

a requirement is reasonable considering the volume of the M2M devices per BS and has

already been provisioned in the IEEE 802.16p amendment.
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Note that to provide guaranteed QoS to the bursty M2M traffic, the BR and grant mecha-

nism must work cohesively. Hence, we further propose an adaptive RRM framework based

on the above DRA strategy, which adaptively allocates the ranging resources based on load

and priority of the application. The performance of the proposed scheme is demonstrated

using both generic traffic profiles and the pilot protection application described in Chapter

3.

The rest of the chapter is organised as follows. Section 5.1 describes the system model

and the key tenets of the proposed random access mechanism. Section 5.2 formulates the

concept of DRA strategy. Section 5.3 presents the proposed radio resource scheduling

framework and demonstrates its performance 1.

5.1 The Proposed Random Access Scheme

Consider a single-cell WiMAX network with TDD-OFDMA physical layer [58]. Without

loss of generality, we assume that there is only one BR random access channel in the uplink

subframe. We consider the same system model described in the previous chapter, where

the BR code-matrix is denoted as C ∈ RL×K

The first OFDM symbol of each WiMAX frame is a preamble transmitted by the BS, where

the subcarriers are BPSK modulated with a boosted pilot sequence [58]. Typically, the SSs

use this information to estimate the channel frequency response (CFR) for the OFDM de-

modulation process. A SS can pre-equalise its BR code using this estimated CFR exploiting

the channel reciprocity of the TDD system [88]. A number of pre-equalisation techniques

are available. For more details, please refer to [89]. A simplified block diagram of the BR

code transmission scheme with pre-equalisation is illustrated in Figure 5.1. As shown in

the diagram, when the pre-equalised OFDM signal passes through the multipath wireless

channel, the channel equalises the pre-distorted symbols; consequently, the output of the

1The contents of this chapter has been published in two conference papers and a journal paper: one in
proceedings of the IEEE/IET International Symposium on Communication Systems, Networks, and Digital
Signal Processing (CSNDSP) in July 2014 [85]; one to be published in proceedings of the IEEE International
Conference on Smart Grid Communications (SmartGridComm) in Nov 2014 [86]; and another in the vol. 2,
no. 1 of the journal Recent Patents on Telecommunication in Oct 2013 [87].
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Figure 5.1: Simplified block diagram of BR code transmission with pre-equalisation.

OFDM receiver will simply be the original BPSK modulated BR code.

Now, consider a time instant where M number of SSs are simultaneously contending on the

same BR channel. Let the mth SS selects the km
th column of the code matrix C ∈ RL×K ,

where m = 1,2, ...,M. Considering zero-forcing (ZF) pre-equalisation [89], the transmitted

code over the lth subcarrier from the mth SS be

xl,m =
Cl,km

ĥl,m
for ∀ l ∈ {1,2, ...,L}, (5.1)

where ĥl,m is the pilot-aided CFR estimated by the mth SS. To be more precise, ĥl,m can be

expressed as

ĥl,m = hl,m + el,m, (5.2)

where hl,m is the actual frequency response of the lth subcarrier and el,m ∼ C N (0,σ2
e,m) is

a zero-mean complex Gaussian noise for the estimated channel response ĥl,m.

In the BS, after down-conversion to baseband and OFDM demodulation, the received signal

from the mth SS over the lth subcarrier is

yl,m = xl,mh̄l,m = Cl,km

h̄l,m

ĥl,m
for ∀ l ∈ {1,2, ...,L}, (5.3)

where h̄l,m is the effective channel experienced by the SS.
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Note that although the positions of the BS and the SSs remain fixed for the stationary M2M

devices, the channel is continually affected by the movement of external scatterers in the

surrounding environment [84]. Consequently, h̄l,m will differ from hl,m. To generalise,

assume the effective channel can be modelled as [90]:

h̄l,m = αhl,m +ηl,m, (5.4)

where ηl,m ∼ C N (0,σ2
η ,m) is a zero-mean complex Gaussian noise for the effective chan-

nel response h̄l,m and α is some deterministic complex valued constant.

Considering the above phenomena, the combined received signal at BS from all M stations

over the lth subcarrier be

yl =
M

∑
m=1

{
Cl,km

αhl,m +ηl,m

hl,m + el,m

}
+ϑl, (5.5)

where ϑl ∼C N (0,σ2
ϑ
) is a zero-mean complex Gaussian noise for the combined received

signal yl .

Equation (5.5) can be represented as

yl =
M

∑
m=1

{
Cl,km−λl,mCl,km

}
+ϑl, (5.6)

where λl,m is a ratio of complex variables, i.e.

λl,m =
(1−α)hl,m + el,m +ηl,m

hl,m + el,m
∀l. (5.7)

Let us construct:

y = [y(1),y(2), ...,y(L)]T , (5.8)

where (·)T denotes transpose of a vector.

To detect the presence of a BR code, the code detector in the BS correlates the received sig-

nal with a matching matrix D∈RL×K . The detector takes every column of D and computes

its cross-product with y. The design principle of D should be such that: i) the correlation



120 CHAPTER 5. RANDOM ACCESS ENHANCEMENT

between pth column of D, i.e. Dp and Cp is maximised, and ii) the correlation between

Dp and Ckm with indices km 6= p is minimised. Let the detector picks a random column p

denoted as Dp, where p = 1,2, ...,K. The corresponding result of cross-product would be

DT
p y =

L

∑
l=1

{
M

∑
m=1

{
Cl,kmDl,p−λl,mCl,kmDl,p

}
+ϑlDl,p

}
. (5.9)

For code detection, the detector checks the probability density function (PDF) of DT
p y and

decides in favour of one of the following two hypotheses: i) H0: the code Cp is not present

in y, and ii) H1: the code Cp is present in y. The code detector applies this strategy

individually for every Dp : p ∈ {1,2, ...,K} in (5.9).

In this work, we consider two different matching matrices. The first one is the default

pseudo-random code matrix defined in the IEEE 802.16 standard, which provides K num-

ber of nearly orthogonal codes. The other one is generated from the partial Hadamard code

matrix. The detection performance of these two matrices are analysed in the following

subsections.

5.1.1 Pseudo-random Code Matrix

We consider D = C. Under this case, if H0 is true, then (5.9) follows

CT
p y =

L

∑
l=1

M

∑
m=1

Cl,kmCl,p−
L

∑
l=1

M

∑
m=1

λl,mCl,kmCl,p +
L

∑
l=1

ϑlCl,p. (5.10)

Otherwise, under H1

CT
p y = L−

L

∑
l=1

λl,m +
L

∑
l=1

M

∑
m=1,km 6=p

Cl,kmCl,p +
L

∑
l=1

M

∑
m=1,km 6=p

λl,mCl,kmCl,p +
L

∑
l=1

ϑlCl,p.

(5.11)

In order to conduct the hypothesis test, we need to obtain the probability density function

of CT
p y under the hypothesis H` for ` = 0,1. At first, we consider H0. Recall (5.6). If

there was no channel estimation error, i.e. λ = 0, the whole energy of the users will be



5.1. THE PROPOSED RANDOM ACCESS SCHEME 121

only in the real part of y, and the imaginary part will contain only noise. Moreover, in the

R.H.S. of (5.10), the first term ∑
L
l=1 ∑

M
m=1 Cl,kmCl,p is real-valued and its variance is much

larger than the other two terms. Hence, we can consider the real part of CT
p y only.

By using the central limit theorem, the distribution of ∑
L
l=1 ∑

M
m=1 Cl,kmCl,p can be approx-

imated as a normally distributed random variable with zero-mean and variance ML. Sim-

ilarly, as ϑl is modelled as random variable with complex Gaussian distribution, we can

approximate distribution of ℜ
[
∑

L
l=1 ϑlCl,p

]
using a normally distributed random variable

with zero-mean and variance Lσ2
ϑ/2. According to (5.7), λl,m is a ratio of two complex

quantities. Similar to [90], the quantity λl,m can be modelled using a random variable

λ = λr + iλi with PDF:

f (λr,λi) =
(1−|ρ|2)σ2

u σ2
v

π

(
σ

2
v (λ

2
r +λ

2
i )+σ

2
u −2ρrλrσuσv +2ρiλiσuσv

)−2
, (5.12)

where σ2
u = |1−α|2σ2

h,m +σ2
e,m +σ2

η ,m, σ2
v = σ2

h,m +σ2
e,m, and ρ = (1−α)σ2

h,m +σ2
e,m. In

Appendix C, we derive the mathematical expectation and variance of λr, i.e. µr and σ2
r

respectively.

In practice, the variance of the CFR, i.e. σ2
h,m may be different for m= 1,2, · · ·M. However,

the BS always equalises the channel power of the active users through the ranging proce-

dure, where the channel power can be expressed by ‖hm‖2

L with hm = [h1,m,h2,m, · · ·hL,m]
T .

Again, if the CFR is modelled as a complex Gaussian random variable, the channel power

can be approximated by its variance. Hence, the variance must remain in a known interval

due to the ranging procedure. Consequently, we can use the value of average channel power

as an estimate of σ2
h,m for all m. Accordingly, the BS can estimate σ2

e,m and σ2
η ,m.

Note that high order moment of f (λr,λi) do not exist in general. However, for a bounded

variance of λ , in Appendix C we show that the central limit theorem is still applicable for

λ . Thus, by using the central limit theorem, the distribution of ℜ
[
∑

L
l=1 ∑

M
m=1 λl,mCl,kmCl,p

]
can be modelled as a normally distributed random variable with mean zero and variance

LMσ2
r . Thus, under the hypothesis H0, the distribution of ℜ

(
CT

p y
)

can be approximated
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as a random variable with zero-mean Gaussian distribution and variance σ2
0 , where

σ0 =
√

Lσ2
ϑ/2+ML+MLσ2

r .

Similarly, under the hypothesis H1, the distribution of ℜ
(
CT

p y
)

can be approximated by a

normally distributed random variable with mean L and variance σ2
1 , where

σ1 =
√

Lσ2
ϑ/2+(M−1)L+MLσ2

r

Next, we set a threshold ξ such that the decision statistics for pth correlation yields |ℜ
(
CT

p y
)
|≶H1

H0

ξ . Thus, the probability of false alarm be

P(p)
f = P

(
|ℜ
(
CT

p y
)
|> ξ |H0

)
. (5.13)

Note that the random variable |ℜ
(
CT

p y
)
| has a folded normal distribution. Hence, its CDF

can be defined as

F(z) = P
(
|ℜ
(
CT

p y
)
| ≤ z

)
= erf

(
z/
√

2σ2
0

)
,

where erf(x) is the standard error function. Then (5.13) becomes

P(p)
f = P

(
|ℜ
(
CT

p y
)
|> ξ |H0

)
= 1− erf

(
ξ/
√

2σ2
0

)
(5.14)

Let us select a threshold ξφ such that the desired false alarm probability P(p)
f = φ . Then,

we have the relation:

1− erf
(

ξφ/
√

2σ2
0

)
= φ . (5.15)

The value of φ in (5.15) indicates the probability that |ℜ
(
CT

p y
)
| goes above ξφ under the

hypothesis H0. If any {|ℜ
(
CT

p y
)
|}L

p=1 that is under H0, goes above ξφ , we get a false

alarm. Thus, the overall false alarm probability can be defined as

Pf = 1− (1−φ)L−M. (5.16)
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Similarly, let the probability of detection for the pth correlation under H1 be

P(p)
d = P

(
|ℜ
(
CT

p y
)
|> ξ |H1

)
= 1− 1

2

erf

 ξ +L√
2σ2

1

+ erf

 ξ −L√
2σ2

1

 . (5.17)

Since a detection will only be successful when all M terms of
{
|ℜ
(
CT

p y
)
|
}L

p=1 that are in

H1 goes above ξ , we can write

Pd =
(

P(p)
d

)M
. (5.18)

5.1.2 Hadamard Code Matrix

In general, the code detector cannot detect a large number of active users by using the

pseudo-random code matrix. On the detection process under H1, for a particular active

code Cp, the algorithm treats the contribution of other active codes as additional noise

without attempting any mitigation of MAI. Moreover, when we correlate y with Cp, the

variance of other noise terms
(
∑

L
l=1 ϑlCl,p−∑

L
l=1 ∑

M
m=1 λl,mCl,kmCl,p

)
also increases. The

process results in performance degradation as the number of subscribers increase. To over-

come his limitation, we apply partial Hadamard matrix as the code matrix C. We first

construct a Hadamard matrix of order 256, then retain its upper left block of size L×L as

C. The matching matrix is constructed as D = (C)−1.

Under this case, if H0 is true, then (5.9) follows

DT
p y =−

L

∑
l=1

M

∑
m=1

λl,mCl,kmDl,p +
L

∑
l=1

ϑlDl,p. (5.19)

The last part in (5.19) can be approximated as normally distributed complex random vari-

able with zero-mean and variance
∥∥Dp

∥∥2
2 σ2

υ . Since Cl,km ∈ [+1,−1], we can write

E

(
L

∑
l=1

M

∑
m=1

λl,mCl,kmDl,p

)
= 0.
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Moreover, using the derivation in Appendix C, we can assume σr ≈ σi. By using the central

limit theorem, the distribution of real and imaginary parts of ∑
L
l=1 ∑

M
m=1 λl,mCl,kmDl,p can

be approximated by two zero-mean uncorrelated random variables having normal distribu-

tions with the same variance M
∥∥Dp

∥∥2
2 σ2

r . Hence, the quantity DT
p y can be characterised as

a complex random variable with zero-mean and variance 2M
∥∥Dp

∥∥2
2 σ2

r +
∥∥Dp

∥∥2
2 σ2

υ . Thus,

under the hypothesis H0, DT
p y can be modelled as a Rayleigh distribution with mode

σ0,p =

√
M
∥∥Dp

∥∥2
2 σ2

r +
∥∥Dp

∥∥2
2

σ2
υ/2.

Now, for a particular value of ξp : p ∈ {1,2, ...,M}, the probability of false alarm for the

pth correlation be

P(p)
f = P

(
|DT

p y|> ξp|H0
)
. (5.20)

Since the random variable DT
p y has a Rayleigh distribution, its CDF can be defined as

F(z) = P
(
|DT

p y| ≤ z
)
= 1− e−z2/2σ2

0 . (5.21)

Then (5.20) becomes

P(p)
f = P

(
|DT

p y|> ξp|H0
)
= e

−ξ 2
p/2σ2

0,p. (5.22)

Thus, for a given probability of false alarm φ , we have

ξp = σ0,p
√
−2log(φ). (5.23)

Conversely, if H1 is true, then (5.9) follows

DT
p y = 1−

L

∑
l=1

M

∑
m=1

λl,mCl,kmDl,p +
L

∑
l=1

ϑlDl,p. (5.24)

The quantity |DT
p y| can be approximated as a random variable having Rician distribution

with parameters µ = 1 and σ = σ0,p. Thus, for a particular threshold ξp, the detection
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probability for the pth correlation can be calculated as

P(p)
d = P

(
|DT

p y|> ξp|H1
)

= Q1(
1

σ0,p
,

ξp

σ0,p
). (5.25)

where Q1(., .) is the Marcum-Q function.

The value of σ0,p can control the false alarm rate, as well as the probability of detection.

A large value of σ0,p increases the noise contribution in the signal, and hence, the false

alarm rate (see (5.22)). Further, the value of σ0,p depends on the value of ‖Dp‖2
2. Hence, in

a particular environment, the code detection probability of a user increases if it can select

a code with lower ‖Dp‖2
2. Another interesting observation is that if we set a fixed false

alarm rate φ in (5.23) for every p = 1,2, · · · ,K, we may get K different values of threshold

{ξp}K
p=1, each for a specific column of Dp; hence, the detection rate computed in (5.25)

may have K different values. For illustration purpose, we set P̄(p)
d = 1

K ∑
K
p=1

{
P(p)

d

}
in

(5.18) to compute the overall detection probability.

Note that (5.16) needs to have the total number of active devices M, which is unknown in

practice. The energy received at the BS from the real parts of y can be expressed as (using

(5.6)):

G = ℜ(y)T
ℜ(y) =

L

∑
`=1

[
M

∑
m=1

{
C`,km−λ

(ℜ)
`,m C`,km

}
+ v(ℜ)

`

]2

, (5.26)

where v(ℜ)
` is the real part of v`, such that v(ℜ)

` ∼ N (0,σ2
v /2). Then ∑

L
k=1

(
v(ℜ)

k

)2
can

be described as a random variable with Chi-square distribution having mean Lσ2
v /2 and

variance Lσ4
v /4. Also, for a large L, using central limit theorem it can be shown that the

quantity can be approximated as a normally distributed variable with mean Lσ2
v /2 and

variance Lσ4
v /4. After a few computations, it can be verified that

E(G ) = ML−2MLE(λ (ℜ))+MLE(
(

λ
(ℜ)
)2

)+Lσ
2
v /2, (5.27)

where E(x) is mathematical expectation of x. Hence, one can estimate the value of M from
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ℜ(y)T ℜ(y).

5.1.3 Simulation Results

To evaluate the performance of the proposed random access scheme, we develop a Monte-

Carlo simulation model using MATLAB. The simulation parameters are chosen based on

the IEEE 802.16-2009 standard [58]. The system is assumed to be operating at 2.3 GHz

with a bandwidth of 5 MHz and a sampling frequency of 5.6 MHz. The FFT size is assumed

to be 512 with a cyclic-prefix size of 128 samples. The multipath channel parameters are

same as listed in Table 4.1.

We evaluate the code detection performance under each of the two different code matrices.

Only SUI-3 channel model is used for this set of simulations. We follow the direction of

[90] and set α = eiθ , where θ = 50. The ROC curve for different users by applying pseudo-

random matrix is shown in Figure 5.2(a). For a fixed number of users M, we produce the

curves in the following way: i) set an elementary false alarm φ and by using (5.15) compute

the corresponding threshold ξφ ; ii) use the ξφ to produce theoretical overall probability of

false alarm (using (5.16)) and theoretical probability of detection (using (5.18)); iii) gener-

ate 500 different received signals y under the simulation environment described earlier; iv)

for every y perform the correlation as in (5.9); v) the correlation output is checked with the

threshold ξφ to compute empirical probability of false alarm and detection rate; vi) repeat

procedures i)-v) for different values of φ . A similar strategy is applied in obtaining Figure

5.2(b), which exhibits the ROC curve for the partial Hadamard code matrix.

From the results in Figure 5.2, we see that under both code matrices, the probability of

detection increases when we increase the false alarm rate. Moreover, although the de-

fault pseudo-random matrix has more available codes (i.e. K = 256) than the Hadamard

code matrix (i.e. L=144), the Hadamard code matrix significantly outperforms the pseudo-

random code matrix at a given probability of false alarm. This is becasue the Hadamard

matrix provides perfectly orthogonal codes, and the effect of MAI is mitigated during the

cross-correlation of y and Cp : p ∈ {1,2, ...,K}. It also allows segmentation of the code

matrix, which will be discussed in the next section.
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Figure 5.2: Theoretical (Calc) and empirical (Exp) ROC curve for different active users
(M) for (a) pseudo-random and (b) Hadamard code matrices under the SUI-3 channel

model.
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Next, we evaluate the effect of channel noise on the code detection performance by two

coding matrices in Figure 5.3. The simulations are conducted using both SUI-3 and SUI-4

channel models. Let the average channel power be P. Then channel SNR is defined as

SNR = 10log10 (P/σ2
ϑ
) . We fixed φ = 0.05, and calculate ξ (p) by using (5.15) and (5.23).

The values of ξ (p) are used as threshold for hypothetical test. From the results, we see

that under both of the matrices, as the SNR value increases, the probability of detection

increases. However, the Hadamard code matrix clearly outperforms the pseudo-random

matrix irrespective of the SNR values. The results are consistent for both channel models.

5.2 Differentiated Random Access

In a Smart Grid communications environment, it is expected that the number of low priority

M2M devices (e.g., meters and sensors) would be much higher than that of the high priority

devices (e.g., controllers and relays). As a result, an increase in the low priority random

access requests may increase the access delay of the high priority requests resulting into

QoS-degradations for the time-critical M2M applications. The aim of the differentiated

random access procedure is to provide a mechanism so that the high and the low priority

requests can be served separately over the same BR channel.

First, consider the simple case where two classes of M2M traffic exists: high and low. Let

us construct the Hadamard code matrix described in the previous section as

C =

 CG 0G×W

0W×G CW

 , (5.28)

where 0W×G is a null matrix of size W ×G, CG ∈ RG×G and CW ∈ RW×W are the two

partial Hadamard code-matrices for high and low priority classes, respectively. Thus, the

original K = L codes are divided into two groups such that the first G codes are assigned to

the NG high-priority stations where NG > G, and the last W codes are assigned to the NW

low-priority stations, where K = G+W . When multiple devices access the BR channel,

class-wise detection can be performed by considering DG = (CG)
−1 and DW = (CW)−1.
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Figure 5.3: Detection performance as a function of channel SNR for (a) pseudo-random
and (b) Hadamard code matrices under the SUI-3 (dotted line) and SUI-4 (solid line)

channel models. Distribution parameters are σe = 0.05,ση = 0.05.



130 CHAPTER 5. RANDOM ACCESS ENHANCEMENT

Now, if the detector is able to detect DG high-priority codes and DW low-priority codes

from the two classes, the probability of successful access for the system is given by (see

(4.57)):

p =
DG−1

∑
i=0

(NG−i
i

)
τ

i
G (1− τG)

NG−1−i
(

1− 1
G

)i

+
DW

∑
i=0

(NW−i
i

)
τ

i
W (1− τW )NW−1−i

(
1− 1

W

)i

,

or, p = pG + pW . (5.29)

From (5.29), we see that the use of separate code-matrices divides the contention domain

of the physical BR channel into two logical domains (i.e. pG and pW ) for each classes of

traffic. Thus, system is able to control the access delay by changing the size of the code-

matrices as well as using different sets of contention parameters for each of the logical

channels.

5.3 Adaptive Radio Resource Management

As described in Section 3.1.3, in a WiMAX network, the radio resources are allocated

using a request/grant mechanism. The request phase is required to reserve a sufficient

amount of bandwidth from the BS before any data transmission. On the other hand, the

grant phase involves allocating grant against each BS based on its QoS class. There are

mainly two types of BR mechanisms specified in the IEEE 802.16 standard - contention

based random access and contention free polling [5]. Of these, the random access based

BR is preferable for the bursty Smart Grid M2M applications that exploits the benefits of

statistical multiplexing to support a large number of devices with a fixed overhead.

As depicted in Figure 3.2, after a successful random access, the SS is provided with a band-

width grant to send the data packet. However, a high priority packet need not only a quick

BR procedure, but also a small grant scheduling delay to meet its end-to-end latency re-

quirement. Moreover, in the existing IEEE 802.16 standard, only a single QoS scheduling
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class, the BE service is associated with the random access mechanism. Typically, the BE

class is used to serve delay tolerant applications, such as file transfer and web browsing;

therefore, it is given the least priority in the BS scheduler and typically uses the RR algo-

rithm for grant scheduling. Consequently, the grant delay increases with the increase in the

traffic load, as a BR needs to wait longer for its turn. Moreover, an increased grant delay

may also increase the random access delay. This is because if a device does not receive a

grant within T16 period, it resumes the back-off process.

Therefore, to provide guaranteed QoS to the bursty M2M traffic in the Smart Grid, the BR

and grant mechanism must work cohesively. To achieve this, we propose a novel schedul-

ing framework that uses three separate scheduling classes to support the bursty M2M traffic

in the Smart Grid, based on their priority and latency requirements. The names of these

three services along with their illustrative latency margins are provided in Table 5.1. Note

that these names are borrowed from the DSCP concept to indicate their relative QoS prece-

dence.

Table 5.1: Proposed Scheduling Classes for Bursty M2M Traffic in the Smart Grid

Scheduling Class Traffic Priority Latency Margin

Expedited Effort (EE) Very High <100 ms
Assured Effort (AE) High/Medium 100-500 ms

Best Effort (BE) Low > 500 ms

For the proposed RRM framework, we utilise the DRA strategy described in Section 5.2.

In this concept, the physical BR channels are divided into a set of logical channels called

the virtual ranging channels (VRCs). Each VRC comprises a dedicated set of ranging

codes that are adaptively allocated by a radio resource agent (RRA) located in the BS.

Depending on the code detection capability of the BS and the random access load in the

system, there might be multiple BR channels in the system. Hence, the ranging resources

are assigned with a code, channel pair information for a particular VRC (or traffic class).

Moreover, the RRA may periodically update the allocation parameters after a pre-defined

interval. After a successful BR, each packet is served by a dedicated data queue to meet

its application-specific QoS requirements. For grant scheduling, we use a non-preemptive
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Figure 5.4: The proposed adaptive RRM framework.

priority queue (PQ) that allocates bandwidth based on the priority of each packet. The use

of other scheduling algorithms is also possible. However, this is outside the scope of this

work. Figure 5.4 illustrates the proposed RRM framework.

As seen from the figure, the proposed RRM framework is comprised of three planes: the

random access plane, the request classification plane, and the grant scheduling plane. After

a successful BR, each packet is served by a dedicated data queue to meet the application

specific QoS target. Note that to meet a certain delay bound, the amount of random access

load in a given VRC needs to be maintained below a certain threshold. This can be done by

adaptively adjusting the number of available ranging codes and/or adjusting the back-off

window. However, the exact configuration depends on the priority and latency requirement

of the traffic class associated with that VRC.

The random access plane in the proposed RRM scheme works in two phases: load moni-

toring and parameter adjustment. They are briefly described below.

i) Load Monitoring: The RRA continuously monitors the contention load for each VRC.

The monitoring process is time-sequenced, i.e. separated into fixed intervals (Δt). The

fixed interval also denotes the time horizon where the ranging resource adjustment will be

performed. At eachΔt interval, the RRA measures the normalised contention load li(t) for

the ith virtual channel at time t. The value of i also represents the priority of the channel in

descending order, i.e. i = 0 for EE, i = 1 for AE, and i = 2 for BE.

i) Parameter Adjustment (Heuristic Method): The contention parameters for the VRCs

can be heuristically derived from the random access performance analysis using the analyt-
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Table 5.2: Illustrative Contention Parameters for the Adaptive RRM Scheme

Traffic Contention Contention Parameters

Class Load (l̂) W0,Wf T16 (ms) m

EE 15% 2,4 20 16
AE 25% 4,8 40 16
BE 35% 4,8 80 16

ical model presented in Section 4.3. For instance, consider the contention parameters listed

in Table 5.2 for a single VRC with only one detectable code. Here, the time-out parameter

T16 is adjusted depending on the delay margin. A small T16 ensures that the next contention

retry will be faster. This is particularly useful for the delay sensitive traffic to receive a

quick bandwidth grant.

The algorithm for the adaptive ranging resource allocation is described below:

1. Initialise the number of ranging codes (denoted as k) to one for the ith VRC such that

k[i] = 1.

2. Calculate the normalised access load for each VRC using the formula:

li(t) =
ni(t)−ni(t−∆t)

k[i]
·

Tf

∆t
,

where n denotes the number of successful requests and Tf is the WiMAX frame

duration.

3. Calculate the required number of ranging codes for each VRC using the following

procedure. For example, for the EE traffic class (i=0), Do: Calculate the normalised

contention load

l0(t) =
n0(t)−n0(t−∆t)

k[0]
·

Tf

∆t
,

and increase the number of ranging codes, k[0]++; While: l0(t)> l̂0, where l̂0is the

maximum contention load for the EE traffic class.

4. Repeat Step-3 for l1(t), l̂1 and l2(t), l̂2 and obtain k[1] and [k2].
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Table 5.3: Traffic Parameters for the Adaptive RRM Simulation

Traffic Priority
Base Load Peak Load

Delay Margin
(Packets/sec) (Packets/sec)

High 100 200 <100 ms
Medium 100 200 <500 ms
Low 200 200 1 sec

5. Calculate total number of ranging channels required for each VRC and allocate code,

channel pair via the next UL-MAP message.

5.3.1 Simulation Results

To demonstrate the performance of the proposed scheme, we develop a simulation model

using OPNET Modeller 16.0. The baseline scenario is made of three classes of exponen-

tially distributed M2M traffic, with the parameters specified in Table 5.3. Since we are

mainly interested in the RRM aspects of the WiMAX network, the free-space path-loss

model is used for the study. The simulation run-time is 15 minutes. We assume that during

the simulation time, a grid event drives both medium and high priority traffic to their peak

levels for 5 minutes and return to base load again.

The WiMAX simulation parameters are same as Table 3.5, except here we use an enhanced

ranging channel (as per Section 5.1) with 8 detectable codes, yielding a normalised con-

tention load of around 35 per cent in terms of the aggregated peak load. For the adaptive

RRM scheme, we map the high, medium and low priority traffic with EE, AE, and BE

classes, respectively. The contention parameters are set according to Table 5.2. For per-

formance evaluation, we use the KPI MDSR, which represents the percentage number of

packets that were received within the required delay bound.

Figure 5.5 shows the instantaneous load of the network, including the individual loads from

each class of traffic. As seen from the figure, a base load of 400 packets/sec shoots to 600

packets/sec from the 5th to the 9th minute, as the traffic from medium and high priority

class increase at that duration.
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Figure 5.5: WiMAX network load for different classes of traffic under the simulation
scenario.

Table 5.4: Comparative Delay Performance of the Adaptive RRM Scheme

Scheme
Traffic Mean Access Max. Grant
Class Delay (ms) Delay (ms)

Conventional
EE 60.62 85
AE 60.31 85
BE 55.13 90

Proposed
EE 17.78 30
AE 71.84 45
BE 148.57 90

Next, we look into the comparative delay performance of the conventional and proposed

schemes in terms of mean random access delay and the maximum grant delay in Table 5.4.

From the results, we see that the proposed scheme supported by segregated ranging do-

mains and adaptive ranging resources reduces the mean random access delay significantly,

especially for the high and medium priority traffic. Moreover, the strict priority queuing

significantly reduces the maximum grant scheduling delay for the high and medium priority

traffic as compared to the simple RR queuing under the conventional scheme. However, the

delay for the BE traffic class is increased under the proposed scheme as it tries to optimise

its throughput using minimum number of ranging codes.

The accumulated effect of DRA and prioritised bandwidth grant substantially reduces the
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Figure 5.6: Mean MDSR for different classes of traffic under the conventional and the
proposed RRM scheme.

overall uplink packet delay of the EE and AE traffic class. This is evident in Figure 5.6,

which compares the MDSR for different classes of traffic under the conventional and the

proposed scheme. The results show that the proposed scheme drastically improves the

MDSR of the EE traffic while the MDSR for the AE traffic class remains almost the same.

Note that the MDSR for the BE class is slightly reduced under the proposed scheme. How-

ever, this is acceptable since the BE service is typically used to serve delay-tolerant appli-

cations only.

Figure 5.7 plots the number of ranging codes for different classes of traffic under the pro-

posed scheme. The results show how the allocation of ranging codes changes with the

change of network load as shown in Figure 5.5.

Lastly, Figure 5.8 shows how the overall contention load remains below the threshold spec-

ified in Table 5.2 for different classes of traffic.

5.3.2 Illustrative Example: Pilot Protection Scheme

To further illustrate the performance of the proposed scheduling framework, we consider

the pilot protection scheme described in Section 3.4. To support this application, the

WiMAX network has to transfer the delay-sensitive pilot data packets with the required

delay bound of 40 ms. Hence, we assume that the pilot protection traffic is mapped to the
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Figure 5.7: The number of allocated VRCs for different classes of traffic under the
adaptive RRM scheme.

Figure 5.8: The normalised contention loads for different classes of traffic under the
adaptive RRM scheme.
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EE scheduling service listed in Table 5.1. As the random access attempts from such an

application are very low, we assume that the corresponding VRC is allocated with a single

dedicated ranging code.

It is plausible that the packet size of a pilot protection message would remain fixed as it

carries a fixed set of information. Hence, the BS does not need to receive an explicit BR

header to allocate the UL bandwidth grant, as it already knows the bandwidth requirement

by recognising the dedicated ranging code. This eliminates step two and three under the

conventional BE service as shown in Figure 3.2, and thereby, reduces the end-to-end delay

by at least one WiMAX frame.

Next, we need to set appropriate contention parameters to the proposed EE service to meet

the delay bounds of the pilot protection messages. Based on the application characteristics,

we can make the following assumptions for a pilot protection scheme:

1. As the time of fault occurrence in a protected line is highly random and the multiple

protection zones (if any) over the same protected line are time-graded by a zone

coordination scheme [66], the probability of fault occurring simultaneously in more

than one protection zone is very low.

2. The probability of detecting a fault simultaneously by more than one relays in the

same protection zone is very low as the upstream pilot relay (i.e. the relay closer to

the fault) should detect a fault earlier than the downstream relay [65].

Before moving on, let us define the probability that a code suffers a collision as pc and the

probability that a code is misdetected by the BS as pm. Thus, the overall failure probability

is given by

p = 1− (1− pc)(1− pm) (5.30)

Based on these assumptions, we can safely conclude that for most of the times, the relays

will be able to request bandwidth without any collision, i.e. pc → 0. Thus, the primary

factor impacting the random access delay would be the probability of misdetection pm in-

dependent of pc. Hence, there is no need for a random back-off during the first attempt,



5.3. ADAPTIVE RADIO RESOURCE MANAGEMENT 139

Table 5.5: Contention Parameters per Traffic Class

Parameters EE BE

No. of BR Ranging Channels 1
No. of Available Codes (K) 1 8

Initial Back-off Window (W0) 0 2
Final Back-off Window (Wf ) 1 15

Number of Retries (m) 8 15
Contention Time-out (n) 1 8

i.e. W0 = 0. Additionally, it is reasonable to set Wf = 1 to keep the random access delay

minimum for the subsequent retransmissions. Note that the typical size of a pilot signal

packet (around 100 bytes) is much less than the UL subframe capacity of a WiMAX net-

work. Hence, we can also assume that the successful codes are allocated CDMA grant

within the next WiMAX frame (i.e. T16 = 1 frame), considering that the protection traffic

will be given the highest priority under the proposed EE service.

To evaluate the communications performance of the above pilot protection scheme, we use

the same simulation model as described earlier. Moreover, to account for the misdetected

codes due to channel noise and fading, random failures were generated using a uniform

probability distribution function. For the sake of simplicity, we assume that the network

only supports two classes of traffic: the conventional BE traffic, and the pilot protection

traffic under the EE service. The BE traffic is further varied between 100 to 400 packets/sec.

The simulation scenarios and parameters are same as used in Section 3.4. However,we use

a separate set of contention parameters as listed in Table 5.5.

Next, we look into the performance of the pilot protection application under the proposed

EE service. As the probability of collision pc is very low for such an application over

a dedicated VRC, the performance is mainly affected by the stochastic variability in the

PHY layer in the form of probability of misdetection pm. The corresponding delay compo-

nents of the pilot signal data packets are listed in Table 5.6, with different probabilities of

misdetection.

From the results, we see that under the proposed EE service only the random access delay

increases while the other delay components remains the same. This is because since the
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Table 5.6: Pilot Signal Delay Components (in ms) under the EE Service

Prob. of Random Access Uplink Downlink

Misdetect. Mean S.Dev. Mean S.Dev. Mean S.Dev.

0% 7.59 1.67 5.61 0.00 5.97 0.00
5% 8.45 4.33 5.61 0.00 5.97 0.00
10% 9.83 6.52 5.61 0.00 5.97 0.00
15% 10.79 7.96 5.61 0.00 5.97 0.00
20% 12.49 9.89 5.61 0.00 5.97 0.00
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Figure 5.9: CDF of MTTs for the pilot signals under the proposed EE service at various
channel error probabilities.

EE service prioritises the pilot signal data packets in the BS scheduler, they receive an

immediate bandwidth grant without any further delays. The mean random access delay has

a very small standard deviation under the ideal channel condition as only a few collisions

were observed due to very low traffic load. However, the random access delay increases

as the channel condition degrades; this is mainly due to the retransmission attempts made

during code transmission failures.

This is further evident in Figure 5.9 that plots the CDF of MTTs for the pilot signals under

various channel error probabilities. Also, the corresponding MDSRs are listed in Figure

5.10.

From Figure 5.9, we can clearly see the different bands of delay distribution related to the

number of retransmission attempts from the relays. The results imply that a pilot signal data

packet is able to meet the 40 ms delay bound even after suffering one retransmission. This
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Figure 5.10: Mean MDSR for the pilot signals under the proposed EE service at various
channel error probabilities.

is because a small back-off window ( i.e., Wm = 21) followed by an immediate bandwidth

grant ( i.e., T16 = 1 frame) from the PQ scheduler ensures that the retransmission delay

remains minimum. Note that the mean MTTs for all channel conditions remain at around 50

per cent of the TTL value (i.e., 20 ms). This additional delay margin may also allow MAC

layer retransmissions in case of a corrupted packet transmission using ARQ or HARQ

techniques. Lastly, from Figure 5.10, we see that the proposed EE service is able to provide

fairly high MDSR, even in difficult channel conditions.

5.4 Chapter Summary

In this chapter, we addressed the key bottleneck for supporting M2M communications over

a WiMAX network, by proposing an enhanced random access scheme based on frequency

domain pre-equalisation in the physical layer. Based on this scheme, we also introduced

the concept of DRA for the M2M traffic and proposed an adaptive RRM scheme to effi-

ciently allocate the random access resources. The performance of the proposed scheme

was demonstrated through a comprehensive set of simulations under different access loads,

multipath channel models, and application scenarios. We believe that the proposed random

access scheme, along with the DRA strategy and adaptive RRM framework, would be able

to significantly improve the performance and use of a WiMAX network under an M2M



142 CHAPTER 5. RANDOM ACCESS ENHANCEMENT

communications environment.



Chapter 6

Heterogeneous Network: The Ultimate

Solution?

From the analyses and discussions in the preceding chapters, we can conclude that coverage

improvement, random access regulation, and efficient transmission of small data bursts are

the three key challenges that a typical WiMAX network faces in an M2M communications

environment in the Smart Grid. In this chapter, we argue that a heterogeneous deployment

of a WiMAX network with one or more short/medium range wireless technologies, such

as IEEE 802.11 based WLAN or IEEE 802.15.4 based ZigBee, can efficiently address

these challenges. Thus, it has the potential to offer the ultimate wireless solution for a

Smart Grid communications network. Such a multi-tier network is fully compliant with

the communications architecture of the Smart Grid described in Section 2.1. Moreover,

it provides physical separation between the NAN/FAN and the WAN of the E2E Smart

Grid network, which improves security and encourages the development of new distributed

control and energy management applications in the NAN/FAN domain.

To validate the proof of concept, we consider a WiMAX-WLAN HetNet architecture,

where the dual radio WLAN access points (APs) are embedded within the coverage um-

brella of a WiMAX network. Being the two promising technologies of the next generation

wireless networks, the integration of WiMAX and WLAN can significantly improve the

cost and efficiency of the Smart Grid communications network by extending transmission

143
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range, improving link quality, and allowing flexible data aggregation to reduce signalling

and protocol overheads.

The remainder of this chapter is outlined as follows. Section 6.1 introduces the proposed

HetNet architecture and describes its key tenets, such as network architecture, interwork-

ing, and QoS management techniques. Sections 6.2 and 6.3 examine the behaviour and per-

formance of the HetNet architecture over the two key Smart Grid M2M entities: AMI/smart

meters and synchrophasors, and compare its performance with a standalone WiMAX net-

work. Finally, Section 6.4 concludes this chapter 1.

6.1 WiMAX-WLAN HetNet: An Overview

In Chapter 3, we performed a basic coverage analysis of a typical suburban WiMAX net-

work under the Smart Grid/AMI environment. The results show the coverage area is signif-

icantly reduced by a large building penetration loss, due to obstructions in the harsh utility

environment. Consequently, some M2M devices may always remain under poor coverage

area as they operate with the fixed wireless links. A possible solution to this problem could

be a denser deployment of the BSs. However, it is cost prohibitive and may further deterio-

rate the propagation environment due to increased interference. Another solution could be

the deployment of low cost relays in the network, such as the IEEE 802.16j based WiMAX

multi-hop relays [92]. However, the relays also increase interference, transmission latency,

and signalling overhead, as well complicates the network infrastructure.

In contrast, heterogeneous deployment of WiMAX and WLAN networks can significantly

improve the coverage, capacity and utilisation of a Smart Grid communications network by

embedding WLAN APs within the coverage umbrella of the WiMAX network. The WLAN

APs can be strategically mounted on the existing utility poles and substation structures

to take advantage of reasonably high antenna heights and increased power supply, which

can significantly extend the range, improve link quality and eliminate dead spots in the

combined wireless network.
1A part of this chapter has been published in proceedings of the IEEE International Conference on Smart

Grid Communications (SmartGridComm) in Nov 2012 [91].
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Note that unlike the IEEE 802.16j-based multi-hop relay networks, the advantage of a

WiMAX-WLAN HetNet is that the hybrid network can use spectra from both licensed

and licensed-exempt bands. This could increase the capacity of the overall system with-

out raising the interference margin. Moreover, the improved link margin will allow the

WiMAX network to operate on a higher MCS level, which can significantly increase its

overall data rate. Further, the WiMAX-enabled APs can aggregate data from multiple

M2M devices/services into a single burst and then send it to the WiMAX BS. This could

significantly improve the data transmission efficiency of the WiMAX network by reducing

signalling and protocol overheads.

An additional benefit of the above solution is that the end devices may considerably save

their transmit power due to improved SNR. Also, they can use relatively less expensive

WLAN chips (compared with WiMAX), which may reduce the overall network deployment

cost. Moreover, the WLAN APs can be deployed in mesh mode to enable redundancy and

self-healing in the NAN/FAN domain. However, this is outside the scope of this work.

6.1.1 Architecture and Interworking

Since the WiMAX and the WLAN networks have different protocol architectures and QoS

support mechanisms, protocol adaptation is required for their interworking [93]. The inte-

gration between WiMAX and WLAN network can occur in different layers of the commu-

nication stack. For example, with the layer 2 approach, adaptations would be required in

the MAC layers of the WiMAX BS and the WLAN stations, where the integrated network

will operate in the same frequency band and employ a hybrid MAC protocol [94, 95]. In

contrast, with the layer 3 approach, adaptation would be performed at the IP layer, and a

WLAN station would interact with the corresponding WLAN AP/router only, as shown in

Figure 6.1 [96]. For the proposed HetNet architecture, we use the layer 3 approach because

it allows physical separation between the two networks, and provides the full benefits of

heterogeneity as described earlier.

The key enabler for the proposed network architecture is a dual radio WiMAX-WLAN

router (WWR) that performs protocol adaptation in the IP layer as shown in Figure 6.1.
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Figure 6.1: Protocol stacks within the WiMAX-WLAN HetNet architecture.

The advantage of such an interworking is that the networks are physically separated, and

the end devices need to interact with the corresponding WWR only. Hence, modifications

of WLAN stations and the WiMAX BS are not required [93]. It should be noted that dual-

mode WiMAX-WLAN routers (WWRs) are already commercially available. For example,

the Intel WiMAX/WLAN Link 5150 and 5350 that operates in the 2.5GHz spectrum for

WiMAX and 2.4 GHz and 5 GHz spectra for WLAN [97].

6.1.2 Modes of Operation

Based on the working principle of the WWR, the proposed network architecture can operate

in the following two different modes:

1. Transparent Mode: here the WWR acts as a relay that receives data from the end

devices via the WLAN link and transmits it to the WiMAX BS via the WiMAX link,

as shown in Figure 6.2(a). The WiMAX network is responsible for maintaining the

end-to-end QoS for the applications, which requires explicit coordination between

the WLAN and WiMAX network, for example, FTP and HTTP sessions for the DR

applications; and

2. Aggregation Mode: here the WWR acts as a DAP and aggregates traffic from mul-

tiple M2M devices into a single burst, and then transmit it to the WiMAX-BS as

shown in Figure 6.2(b). Note that the data aggregation process can significantly im-

prove the data transmission efficiency of the M2M devices, as a typical M2M data
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Figure 6.2: Modes of operation of the proposed WiMAX-WLAN HetNet architecture.

packet is associated with a small payload and a relatively large protocol overhead.

Moreover, data aggregation can significantly reduce the MAP signalling overhead in

the WiMAX network, as only a single MAP IE is required for transferring the ag-

gregated data burst, and no QoS handshake is required between the WiMAX and the

WLAN network.

6.1.3 QoS Management

Perhaps the most important challenge for the HetNet architecture is to maintain end-to-end

QoS throughout the WiMAX and WLAN links, especially for the delay sensitive M2M

traffic. Within the HetNet, the delay in WLAN networks mainly depends on the MAC
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technique used. The WLAN standards (i.e., IEEE 802.11 a/b/g/n) supports two basic MAC

mechanisms: the contention based distributed coordination function (DCF) for the bursty

data traffic; and the polling-based point coordination function (PCF) for the periodic data

traffic. In Chapter 3, we explained the QoS framework of WiMAX in detail. In the below

paragraphs, we briefly describe the WLAN DCF and PCF mechanisms.

a) DCF Mechanism: Under the DCF mechanism, whenever a WLAN station intends to

transmit a packet, it first senses the channel. If the channel remains free for a distributed

inter-frame space (DIFS) time (34 μs in 802.11a) plus an additional random time called

the back-off time, it sends the packet. The duration of this random time is determined

by each station individually as a multiple of a slot time (9 μs in 802.11a). If the channel

is sensed as busy, the station waits until the channel becomes idle for a DIFS time, after

which it starts a back-off process using the TBEB algorithm discussed in Subsection 3.1.3.

If the packet is received correctly, the receiving station sends an ACK frame after a short

inter-frame space (SIFS) time (9 μs in 802.11a). If the ACK frame is not received within a

time-out parameter, a collision is assumed to have occurred, and the packet transmission is

rescheduled according to the TBEB algorithm. Figure 6.3 illustrates the DCF mechanism

in a WLAN network.

Figure 6.3: DCF mechanism in the IEEE 802.11-based WLAN networks.

Note that the current generation WLAN networks provide limited QoS support based on the

hybrid coordination function (HCF) specified in the IEEE 802.11e standard [98]. However,

unlike WiMAX networks, they only supports two major traffic types: the low priority BE
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and background traffic; and the high priority voice and video traffic.

b) PCF Mechanism: A PCF enabled MAC has a contention free period (CFP) and a con-

tention period (CP). Together they form a superframe, where the PCF is used for accessing

the medium during the CFP and the DCF is used during the CP. A superframe starts with a

periodic beacon management frame transmitted by the AP. The interval between two sub-

sequent beacon frames is called the target beacon transmission time (TBTT). Figure 6.4

illustrates the PCF mechanism in a WLAN network.

Figure 6.4: PCF mechanism in the IEEE 802.11-based WLAN networks.

During the CFP, the WLAN AP polls each station. If the AP does not receive a response

from a polled station after waiting for a PCF inter-frame space (PIFS) time (25 μs in

802.11a), it polls the next station. Upon receiving the poll, the polled station waits for

a SIFS time, acknowledges the successful poll reception, and piggybacks the pending data

with the ACK message.

The QoS-enabled version of PCF under the IEEE 802.11e standard is called the HCF con-

trolled channel access (HCCA). Unlike PCF, here the AP can poll the stations during the CP

intervals and takes into account the station-specific SF requirements in the grant scheduling

process [98].



150 CHAPTER 6. HETEROGENEOUS NETWORK: THE ULTIMATE SOLUTION?

6.2 AMI Communications over the HetNet

To enable AMI communications over a WiMAX-WLAN HetNet, the WWR acts as a

WiMAX-enabled DAP with a fixed outdoor antenna strategically mounted on a high struc-

ture. Figure 6.5 compares the projected cell range of a WiMAX network in the standalone

mode (indoor SSs) and the HetNet mode (outdoor SSs) at different frequency bands, based

on the coverage analysis conducted in Section 3.2. The results clearly show that the HetNet

can provide significantly extended coverage compared to a standalone WiMAX network by

bringing connectivity closer to the end devices. In terms of network performance, the major

benefits come from the fact that the WWR can regulate random access load and perform

flexible data aggregation to improve the signalling and data transmission efficiency of the

WiMAX network.

In this section, we further compare the behaviour and performance of a WiMAX-WLAN

HetNet with a standalone WiMAX network under the AMI applications. We particularly

concentrate on the data aggregation process in the WiMAX-WLAN HetNet.
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Figure 6.5: Projected cell range of a standalone WiMAX network and a WiMAX-WLAN
HetNet.
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6.2.1 Data Aggregation

The overall delay in the HetNet is comprised of delays in the WLAN network, in the WWR,

and in the WiMAX network. Analytically,

dHetnet = dWLAN +dWWR +dWiMAX . (6.1)

The component dWLAN is comprised of the MAC delay and the packet transmission delay

in the WLAN network. The average MAC delay assuming DCF mode includes the time

spent in back-off, DIFS/SIFS and ACK time-out intervals. The data transmission delay is

determined by the ratio of the packet size (including the ACK packet) and the capacity (bit

rate) of the channel. More details about the WLAN delay components can be found in [99].

The delay within WWR dWWR is incurred when the MPDUs are exchanged between the

WLAN and the WiMAX MAC layers (see Figure 6.1). It involves the scheduling delay in

the WiMAX MAC layer, which requires at least one WiMAX frame to complete. From

the WiMAX network’s perspective, a WWR is a data buffer that stores multiple AMI data

packets from the end devices. The BS can collect them by either using random access

or polling mechanisms. Consequently, the component dWiMAX depends on the scheduling

service used by the WiMAX network.

First, let us consider a case where the polling mechanism is used. According to (3.2) and

(3.3), the BS can easily meet the delay bound of tmax second for the WWRs by polling the

end devices in every tmax second, which would generate a mean delay of 1
2tmax. Unlike a

standalone WiMAX network, the polling overhead is much less here, as the BS needs to

poll only the DAPs, instead of all the end devices. Moreover, the polling mechanism allows

the BS to perform flexible MPDU aggregation by adjusting the poll rate in accordance

with the latency requirement. Figure 6.6 illustrates such an MPDU aggregation process

in the HetNet. Here, the BS sends a regular poll to receive the aggregated MPDUs from

the WWRs that were collected from the WLAN-enabled smart meters during the previous

polling interval.

Next, we consider the case where the WWRs send MPDUs via the random access mech-
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Figure 6.6: MPDU Aggregation by adjusting poll rate in the WiMAX-WLAN HetNet.

anism. This can be done either per flow or on aggregate basis [93]. Under the per flow

approach, the WWR simply acts as an IP forwarding agent and initiates the BR procedure

as soon as it receives an MPDU. In this case, the contention level in the WiMAX network

remains the same as a standalone network, and therefore does not improve the random

access delay. Under the aggregation approach, the WWR concentrates multiple MPDUs

and sends a single BR for the aggregated MPDU. This reduces the contention level in the

WiMAX network, and improves the random access delay. However, the concentrated MP-

DUs in the WWRs incur an additional aggregation delay, that is, the time elapsed between

arrival of an MPDU and transmission of a BR, which may exceed the improved random

access delay margin.

6.2.2 Performance Analysis

For comparative performance analysis, we use the same WiMAX network configuration

and the same generic AMI application described in section 3.2. We further assume that each

WLAN APs in the HetNet serves 60 smart meters as per the coverage analysis performed

in [16]. Thus, there are 200 WLAN APs (i.e., WWRs) uniformly distributed throughout

the coverage area of the WiMAX cell serving 12K smart meters. A simulation model is

developed using the OPNET Modeller 16.0. The physical layer and the contention param-

eters of the WiMAX network under the HetNet mode are the same as Table 3.3 and Table

3.5, respectively. For WLAN deployment, we choose the 5 GHz unlicensed band with a 20
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MHz system bandwidth, based on the IEEE 802.11a standard. The main reason for choos-

ing this band is to reduce interference in WLAN network from the neighbouring WiMAX

and home WLAN networks.

Now, we look into the performance of the AMI application with HetNet architecture. First

we consider the case where the WWR uses the polling method to send the AMI data pack-

ets to the WiMAX BS. Since we assume that all smart meters are uniformly distributed

among the APs, we concentrate our analysis to a single WLAN network connected with

the WiMAX BS via the WWR. We further assume a poll rate of one second for the WiMAX

network, considering a maximum delay bound tmax of one second. We set tSIFS = 16 µs

and tDIFS = tSIFS +2× tslot = 34 µs for the WLAN network according to [100].

Table 6.1: Delay Components (in ms) of the HetNet under the Polling Method

Interval (min) dWLAN dWWR dWiMAX

1 0.68 4.83 531.16
2 0.68 4.84 514.27
3 0.64 4.82 510.13
4 0.64 4.83 510.21
5 0.65 4.83 510.27

The various delay components of the HetNet at different reporting intervals are listed in

Table 6.1. From the results, we see that the overall delay under the HetNet mode remains

almost unchanged irrespective of the reporting intervals. Note that the delay in the WLAN

network is much less than that of the WiMAX network. This is because the WiMAX delay

depends on the polling rate of the system, which is one poll/sec for this case, with an

average poll delay of 500 ms (see 3.3). In contrast, the slot duration in a WLAN network

is just 9 μs (for IEEE 802.11a standard) and the use of carrier sensing mechanism along

with the TBEB algorithm significantly reduces the collision level in a DCF-based WLAN

network. Additionally, the data transmission time is very small as the channel bit rate is

very high (due to relatively higher bandwidth in the unlicensed band) and the stations do not

need to wait for a bandwidth grant to send the packet. While the delay in the WWR remains

fixed, it increases slightly in the WiMAX network with smaller reporting intervals. This is

because at small reporting intervals, more MPDUs are concentrated by the AP; therefore,
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the BS needs more frames to allocate the bandwidth grants. In turn, this increases the data

transmission delay, according to (3.2). However, it should be noted that both the polling

delay and the polling overheads can be further optimised by using a multicast/broadcast

polling technique.

To further depict the MPDU aggregation process, we conduct 5 simulation trials at different

aggregation levels by varying the polling interval from 1 to 5 seconds at a fixed reporting

interval of 1 minute. The average uplink MAC protocol overhead and percentage MAP

signalling usage (percentage of the downlink subframe that is used by the MAP message)

of the WiMAX network are plotted in Figure 6.7. Here we define the WiMAX UL MAC

protocol overheads as the sum of MAC header, fragmentation and packing headers, and

grant management sub-headers [58]. The corresponding mean queue size and queuing

delay of a random AP is plotted in Figure 6.8.
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Figure 6.7: Percentage MAP signalling usage and UL MAC overhead of a WiMAX frame
at various data aggregation intervals under the polling method.

From the results, we see that the MPDU aggregation by increasing the poll interval can

reduce the MAC overheads and percentage MAP signalling usage at the cost of increased

delay. The additional delay is due to the higher the aggregation level; more MPDUs are

enqueued in the WWR, with a higher queuing delay, which is depicted in Figure 6.8. Note
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Figure 6.8: Mean queue size and queuing delay of a random WLAN AP at various data
aggregation intervals [1, 2, 3, 4 and 5 seconds] under the Polling method.

that the improvement presented here is small since we have run our simulations with only

one application: this could be more evident under multi-service scenarios. Moreover, here

we have considered MAC layer aggregation only. Aggregation can also be done in the

application layer, which can reduce both the IP and TCP/UDP overheads, and thus signifi-

cantly improve the overall aggregation gain.

Now, let us consider the case where the APs send the packets using the random access

mechanism. As discussed earlier, the AP can send the MPDUs in two modes, namely:

transparent and aggregate. For the simulation trials, only the aggregate mode is considered

as the transparent mode is same as the transmission under a standalone WiMAX network.

Figure 6.9 plots the corresponding mean random access delay and mean data aggregation

delay in the WiMAX network under different numbers of aggregated MPDUs for a report-

ing cycle of one minute.

The results show that MPDU aggregation drastically reduces the network delay as the num-

ber of contention retries falls rapidly; the higher the number of aggregated MPDUs, the

lower the random access delay. When more MPDUs are aggregated, the number of BRs

is reduced, which improves the random access delay in the WiMAX network. However,

the higher the number of aggregated MPDUs, the higher the aggregation delays, since the

MPDUs have to wait longer for the next BR. Consequently, the overall UL packet delay

is high at the lower aggregation levels, due to a higher random access delay; it decreases
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Figure 6.9: Mean uplink delay components at different MPDU aggregation levels under
the random access method (a reporting cycle of one minute is considered).

in the medium aggregation levels due to a reduction in the random access delay; and then

increases again at the higher aggregation levels due to an increase in aggregation delay.

Note that irrespective of the aggregation levels, the polling mechanism (see Figure 6.7)

outperforms random access in terms of uplink packet delay.

6.3 Synchrophasor Communications over the HetNet

As discussed in Chapter 2, a typical synchrophasor data collection network is comprised

of several PMUs connected to a hierarchy of PDCs. The first level data transfer takes place

between a group of PMUs and a local PDC. A local PDC is often located physically close

to the PMUs where it aggregates and time-aligns the measurements from multiple PMUs

and then sends it to higher level PDCs as a unified data stream [42]. Higher level PDCs

(super PDCs) both aggregate and archive synchrophasor data. The hierarchical and dis-

tributed architecture of the synchrophasor network allows it to serve a hierarchy of systems

in substation, utility, and interconnection levels.

A WiMAX-WLAN HetNet architecture is particularly well suited to facilitate such hierar-

chical data concentration and message transfer for synchrophasor communications. Simi-

lar to the AMI communications, the WLAN AP can aggregate traffic from multiple PMUs

(residing within a substation area) into a single data burst, reducing the amount of ran-
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dom access load and increasing the data and signalling efficiency of the WiMAX network.

Moreover, the neighbouring PMUs within the substation WLAN can share synchrophasor

measurements using multicast/broadcast techniques without involving the WiMAX net-

work, saving its scarce radio resources.

6.3.1 Data Aggregation

To enable synchrophasor data communication in the HetNet, the local PDC functionality

has to be incorporated in the WWR where: it receives PMU measurements via its WLAN

interface; aggregates them in a single MPDU; and sends the aggregated data to the WiMAX

BS via its WiMAX interface, as shown in Figure 6.2(b). Upon receiving the data, the BS

transparently sends it to the next level PDC (super PDC for the two tier network here) via

the IP backbone.

The state transition diagram for the data aggregation process in the WWR is illustrated

in Figure 6.10. At each measurement cycle, the WWR stores the incoming PMU frames

in the queue. Once measurements from all member PMUs have been received (or the

measurement cycle has expired), the WWR constructs the PDC data frame by collating the

PMU frames and sending it to its WiMAX MAC layer. Upon receiving an uplink bandwidth

grant from the BS, the WWR then transmits the PDC data packet to a SPDC.

Figure 6.10: State transition diagram of the data aggregation process in the WWR.
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The data aggregation gain due to protocol overhead reduction in the PDC for n member of

PMUs can be expressed by the formula:

GAggn = 1− LPDC

nLPMU
= 1−

LPDC
Header +n×LPMU

Payload +LOverheads

n×
(

LPMU
Payload +LOverheads

) , (6.2)

where LPDC
Header is the PDC header size, LPMU

Payload is the PMU payload size, and LOverheads is

the sum of all lower-layer protocol overheads, i.e. UDP, IP, MAC headers and CRC.

Figure 6.11 plots data aggregation gain for different number of aggregated PMU data

frames. Here, we assume LPDC
Header = 16 bytes, LPMU

Payload = 48 bytes, and LOverheads = 38

bytes. From the plot, we see that the aggregation gain increases nonlinearly with the num-

ber of PMU data frames. This is because as the number of aggregated data frames increases,

the corresponding PDC packet size increases; thus, the percentage of reduction in the proto-

col overhead decreases. Nonetheless, the overall aggregation gain is fairly high irrespective

of the number of aggregated PMU data frames that can save a considerable amount of radio

resources in the WiMAX network.
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Figure 6.11: Data aggregation gain in the PDC for different number of aggregated PMU
data frames.
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6.3.2 Delay Budget

Since PMU communications involves fixed-size data packet transfer at a regular interval, it

is expected that the PCF mechanism is the most appropriate for the first level data transfer

between the PMUs and the local PDC (i.e., WWR) in the WLAN network. For the same

reason, in a WiMAX network, the UGS scheduling is the obvious choice for communica-

tion between the WWR and the WiMAX BS. As the WiMAX-WLAN HetNet covers only

the first two levels of data collection, the delay budget here is mainly comprised of two

components: the delay between the PMU and the PDC, including the queuing delay in the

PDC; and the delay between the PDC and the SPDC, as shown in Figure 6.12.

PDC Queuing 

Delay

Figure 6.12: Synchrophasor data transfer within a WiMAX-WLAN HetNet.

The PMU-PDC delay dPMU−PDC mainly depends on the packet transmission delay in the

WLAN network and the PDC queuing delay in the WiMAX network, which is simply the

time difference between arrival of the first and the last PMU data frame. To ensure that the

PMU measurement will be included in the current PDC data frame, the maximum PMU-

PDC delay should be such that it is less than, or at least equal to the PMU reporting interval

TPMU . On the other hand, the delay between the PDC and the SPDC, i.e. dPDC−SPDC is
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the sum of the times spent for packet transmission in the WiMAX network dWiMAX and

the delay in the IP backbone network to transfer the packets from the BS to the SPDC. As

the IP backbone delay is negligible in comparison with the WiMAX delay, the end-to-end

communications delay depends mainly on the delay performance of the WiMAX network.

Thus, the end-to-end delay of synchrophasor communications can be expressed as

de2e = dPMU−PDC +dPDC−SPDC ≤ TPMU +dWiMAX . (6.3)

As such, the delay budget for the WiMAX network can be obtained by calculating the

difference between the end-to-end delay bound and the PMU reporting interval as per (6.3).

For example, if the PMU reporting interval is 40 ms and an end-to-end delay of 100 ms is

required, the delay budget for the WiMAX network is 60 ms.

Note that a PMU may often act as an IED (e.g., a protective relay) within the substation

domain (see Figure 2.6). In that case, it might need to broadcast its output streams to

multiple neighbouring PMUs within the substation WLAN. In such a case, if a standalone

WiMAX network is used, the corresponding PMU data packet will need to traverse through

the WiMAX BS to the destination PMUs/relays. However, if a HetNet is used, the WWR

can do domain specific multicasting within the substation WLAN, without involving the

WiMAX network (see Figure 6.13). This will improve the end-to-end delay of PMU com-

munications, and save significant amount of radio resources in the WiMAX network.

Figure 6.13: Synchrophasor multicast domains in the HetNet architecture.
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6.3.3 Performance Analysis

To evaluate the behaviour and performance of synchrophasor communications over the

HetNet architecture, a discrete event simulation model is developed using OPNET Mod-

eller 16.0. The WiMAX simulation parameters are similar to those described in Subsection

3.3.4. The WLAN network is based on the IEEE 802.11a standard with 20 MHz bandwidth

in the 5 GHz band.

The baseline scenario contains a local PDC (i.e. a WWR) with 10 member PMUs under

the same substation WLAN network. We then increase the number of WWRs/PDCs to

examine the delay performance of the application at different loads. We assume that the

PDCs are randomly distributed over the entire WiMAX cell. The PMU payload size is

assumed to be 48 bytes as listed in Table 2.2. The UDP/IP/MAC headers and CRC add

38 bytes to the MPDU as protocol overheads. On the other hand, each PDC data frame is

comprised of a 16 byte header followed by 10 PMU data frames. This yields an MPDU

size of 534 bytes (i.e., 10 PMUs x 48 byte PMU payload + 38 byte UDP/IP/MAC header +

16 byte PDC header) and a MAC data rate of 106,800 bps for each PDC connection.

We assume that every PMU under the local PDC is sending measurements at a rate of 25

frames/sec, which translates into a maximum delay bound of 40 ms for the WLAN network.

We further assume an end-to-end delay requirement (i.e. from PMUs to the SPDC) of 100

ms for the synchrophasor application over the HetNet. To meet the 40 ms delay bound in

the WLAN network, we set the TBTT interval to 20 ms and the CFP interval to 10 ms for

the PCF mechanism in the WLAN network. In addition, we set the maximum latency for

UGS scheduling in WiMAX network to 40 ms, so that the PDC can transfer the PMU data

within each measurement interval. This translates into an MSTR of 104,800 bps for the

WiMAX network according to (3.4).

We first look into the maximum PMU communications delay under the DCF and the PCF

mechanism in WLAN network at different PMU group sizes. The results ate plotted Fig-

ure 6.14. From the results, we see that under both PCF and DCF mechanism, the delay

increases linearly. However, under the DCF, the delay profile has a steeper slope, i.e. the

delay increases sharply with the number of PMUs. This is because under the DCF, all the
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PMUs try to access the medium simultaneously, which increases the network delay due

to increased back-off and retransmissions. The problem is aggravated when more PMUs

join the network further raising the instantaneous contention level. Conversely, under the

PCF, the WLAN AP coordinates the sharing of the transmission media among the PMUs.

This allows the PMUs to send their measurements without any contention. However, as

the number of PMUs increases in the WLAN, the PMUs need to wait longer to get their

chance, increasing the overall delay.
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Figure 6.14: Maximum PMU delay under the DCF and the PCF mechanisms in WLAN.

Next, we look into the delay between the PDCs and the SPDC at different loads. In this part

of the HetNet, the delay is mainly determined by the performance of the UGS scheduling

service of the WiMAX network. The corresponding results are summarised in Table 6.2.

Table 6.2: PDC to SPDC Delay Statistics

No. of PDCs Mean (ms) Min. (ms) Max. (ms) S. Dev. (ms)

2 24.02 9.02 39.03 15.00
4 26.52 14.02 39.02 10.31
6 21.52 9.02 34.02 8.54
8 26.52 9.02 44.02 11.46
10 28.54 14.02 44.07 10.83

From the results, we see that the delay increases with the increase in the number of PDCs.

In addition, for high PDC loads, although the maximum latency of the UGS scheduling is

set to 40 ms, the maximum delay exceeds this margin roughly by one WiMAX frame (5
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ms). This is because at high loads, the BS tries to fit as many grants as possible in one UL

subframe. However, for this study the capacity of a UL subframe is 6144 symbols (as per

Subsection 3.3.3), and the size of a PDC data packet is 4272 symbols (534 bytes). Hence,

only one grant can be fully fitted into one UL subframe. The rest of the capacity is used to

partially fit another grant that needs another UL subframe. Consequently, the UGS delay

exceeds the maximum latency requirement roughly by one WiMAX frame.

Next, we look into the end-to-end delay between the PMUs and the SPDC. The results are

summarised in Table 6.3.

Table 6.3: End-to-End Delay Statistics

No. of PDCs Mean (ms) Min. (ms) Max. (ms) S.Dev. (ms)

2 25.04 10.04 40.04 15.00
4 27.54 15.04 40.04 10.31
6 22.54 10.04 35.04 8.54
8 27.54 10.04 45.04 11.46

10 29.55 15.04 45.08 10.83
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Figure 6.15: Synchrophasor network delay profiles at different WiMAX UGS grant inter-
vals.

From the results, we see that the end-to-end delay closely follows the delay in WiMAX

network. This is because, since we assumed the same number of PMUs in each PDC,

the delay in the WLAN network remains fixed throughout all the scenarios. Additionally,

the PDC queuing delay remains fixed at around 0.87 ms, which is the difference between
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the maximum and minimum delay of the WLAN network. Nonetheless, the overall delay

remains well within the maximum delay of 100 ms for the overall synchrophasor network.

It should be noted that the synchrophasor communications delay can be controlled by tun-

ing the UGS grant interval of the WiMAX network, as shown in Figure 6.15; it shows that

the end-to-end delay (i.e., PMU to SPDC) closely follows the UGS grant interval set in the

WiMAX network.

6.4 Chapter Summary

In this chapter, we proposed a WiMAX-WLAN HetNet architecture to leverage the benefits

of a WiMAX network in a Smart Grid M2M communications environment. The key tenets

of the architecture: interworking and protocol adaptation, modes of operation, and QoS

management, were also discussed. Moreover, the behaviour and performance of the HetNet

was examined and compared with a standalone network for both AMI and synchrophasor

communications. The results strongly advocate the use of the HetNet architecture in the

Smart Grid, which may offer a range of additional benefits and improvements over the

standalone WiMAX network.

To keep the scope of this work limited, we have used only a single application (i.e., AMI

or synchrophasor communications) at a time for the performance analyses. However in

practice, the proposed HetNet architecture will also need to support a wide range of QoS

requirements in a multi-service Smart Grid communications environment. While WiMAX

has an end-to-end QoS framework, the WLAN provides limited QoS support at the MAC

layer based on the IEEE 802.11e standard. Hence, one of the most important challenges

for the proposed HetNet architecture is to maintain end-to-end QoS for each traffic class,

which is the product of QoS values within each subnetwork. We have considered this as a

key future work of this thesis.



Chapter 7

Application-Specific Optimisations

From the reviews in Chapter 2, we see that the traffic patterns of the M2M devices that ac-

cess the Smart Grid communications network and use its services at any given time heavily

depend on their application characteristics. For instance, the AMR application can be pro-

grammed in a way that the smart meters will report their hourly meter readings at the same

time. As a result, too many devices will try to access the network in a short time, and hence

incur prolonged delay due to congestion in the random access plane. However, if the re-

porting intervals are randomised, such a situation is unlikely to occur. In short, it is possible

to optimise some of the Smart Grid M2M applications in a way that their traffic profiles are

adapted to the requirements of the underlying communications network. Although such

an approach is relatively easy for simple applications like AMR; it is quite difficult for

the other applications, such as EV charging, synchrophasors communications, and protec-

tive relaying. This is because the application programmer need to consider not only the

communications impact, but also the cyber-physical characteristics of the application.

In this chapter, we present a number of application-specific optimisations to support the

EV load management and synchrophasor-based protection and control schemes more effi-

ciently over a WiMAX based Smart Grid communications network. The first application

is an EV charging scheme that uses a random access aware load management technique

to optimise its traffic requirements over a WiMAX network. The second application is

a predictive synchrophasor communications scheme that dynamically switches between a

165
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normal and an expedited reporting rate to maintain a minimum communications load in the

WiMAX network. The last application is a hybrid microgrid protection scheme that uses

a combination of differentiation protection technique and an adaptive protection technique

to reduce the overall communications load of the WiMAX network.

The rest of the chapter is outlined as follows. Sections 7.1, 7.2 and 7.3 present the pro-

posed EV load management scheme, adaptive synchrophasor communications scheme and

hybrid protection scheme respectively, discuss their architectures and working principles,

and conduct simulation studies to demonstrate their performances over a WiMAX network.

Section 7.4 concludes the chapter 1

7.1 Network Controlled EV Load Management

As discussed in Subsection 2.2.3, the communications requirement of a smart EV charging

scheme depends directly on the load management technique used. However, although a

vast number of EV charging schemes are available, their communications strategies are not

sufficiently well-defined. Most of these schemes employ optimisation-based techniques,

where a charging controller varies the charging rates of the connected EVs based on a set

of objective functions, such as minimising power losses, voltage deviations, and charging

cost. However, they assume perfect knowledge about the behaviour of the EVs to solve

the optimisation objectives [102]. A key requirement here is that the energy state (e.g.,

charging rate, battery status) of each EV is known ahead of the optimisation period [103].

In such cases, if a communications network is used to obtain energy state reports from all

the EVs synchronously right before the next optimisation period, this may overwhelm the

entire network with a burst of network access attempts. This may lead to congestion in

the random access plane, resulting in an increased delay. In turn, this may result in a poor

optimisation outcome.

1The contents of this chapter has been published in two conference papers, one in proceedings of the
Australasian Universities Power Engineering Conference (AUPEC) in Sept 2013 [25], and another in pro-
ceedings of the IEEE International Conference on Smart Grid Communications (SmartGridComm) in Nov
2013 [101], as well as another submitted paper in the IEEE Transaction on Smart Grid in May 2014.
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To accurately analyze the communications requirements of an EV charging application

and optimise it over a WiMAX-based Smart Grid communications network, in this section

we present a network controlled load management scheme for domestic charging of EVs.

Motivated by the work of Brooks et al. [23], the proposed scheme allows only a limited

number of vehicles to be charged at a maximum rate using a stream of ‘energy bursts’; thus,

it uses the benefits of statistical multiplexing to accommodate a higher number of vehicles

and to provide differentiated energy supply against a time-varying available power. The

controller needs to communicate with only a small number of vehicles at a time. While this

reduces the overall communications load of the system, it also provides an opportunity to

evenly distribute the communications load by randomising the uplink packet transmission

times of the EVs. Thus, the scheme is highly efficient and scalable in terms of communica-

tions overheads; therefore, it can be served by a multi-service smart grid communications

network along with other applications.

7.1.1 Basic Concept

The proposed EV charging scheme adopts a request/grant mechanism to allocate energy

among the contending vehicles. Energy is allocated using small bursts dimensioned in

time based on a time quantum ∆t and in power based on the maximum charging rate p̄ of a

given EV as shown in Figure 7.1. Thus, the available energy in a single burst is given by

∆E = p̄∆t. (7.1)

Once an energy burst has been consumed, the EV sends a request message and waits for

the next round of allocation. Note that p̄ is bounded by the capacity of the power outlet

which typically remains fixed for a given distribution grid. Hence, the amount of energy

within a single burst also remains fixed for a given time quantum. Thus, the total energy

received by the i th EV over the charging interval T can be obtained by

Ei(T ) =
∫ T

0
pi(t)dt = ∑

n
∆E, (7.2)
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t∆ T0

C

Figure 7.1: Centralised EV charging using small energy bursts.

where pi(t) is the instantaneous charging rate and n is the total number of energy bursts

received by an EV.

The main objective of the proposed load management scheme is to allocate the available

energy bursts in a manner that the total power consumption from the aggregated EV load

remains below the time-varying available power P̄. Assuming the available power remains

constant over the interval ∆t, i.e. P̄(t+∆t)→ P̄(t), the number of energy bursts k at a given

time t is therefore:

k ≤ P̄∆t
∆E

=
P̄
p̄

for ∀t. (7.3)

Consider an energy constrained system where the number of EVs N is greater than the

number of available energy bursts k. Since the number of request messages is directly

related to the number of allocated energy bursts, the communications load l of the system

towards a given direction in terms of packet per second is given by

l =
k
∆t
≤ P̄

p̄∆t
for ∀t. (7.4)

From (7.4), we see that the communications load of the system does not depend on the

number of vehicles, rather it depends on the available power in the system.

Now, let the system have a mean service rate µ such that µ = k/∆t bursts per second. Since

an EV will get the next round of allocation only after all the remaining EVs have been

allocated, the mean waiting time of the system is given by

W =
N
µ

=
N∆t

k
for ∀t, (7.5)

where N is the total number of EVs in the system. From (7.5) we see that for a given
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available power, as the number of vehicles increases, the waiting time for each round of

allocation increases, such that the cars need more time to reach a certain SoC level.

7.1.2 Communications Architecture

The application message exchanges for the proposed EV load management scheme is sim-

ilar to the one depicted in Figure 2.5. However, here the ‘SoC update’ message is used by

the EVCS to request energy and the ‘continue’ message is used by the EVCC to allocate

energy. The communications architecture of the scheme is illustrated in Figure 7.2. The

EVCC, which is in charge of the energy management process, comprises the following four

subsystems:

• Communication Interface: facilitates real time information exchange with the EVCSs

through the Smart Grid communications network (i.e., WiMAX),

• Request Classifier: extracts the energy request information from the initial charging

request and SOC update messages (see Figure 2.5) and puts them on one or more service

queues based on the energy scheduling criteria,

• Service Queues: stores the energy request information of the contending vehicles, and

• Energy Scheduler: allocates energy bursts among the contending vehicles based on their

energy requirements and the energy scheduling algorithm.

For energy scheduling, we use the simple fair queuing (SFQ) algorithm, depicted in Figure

7.3. As seen from the figure, a request classifier files the incoming energy requests from

both the newly arrived (initial charging request) vehicles and the already connected vehicles

(SoC update message) into a service queue in the FIFO (first-in-first-out) manner. The

energy scheduling process is triggered upon arrival of an energy request in the service

queue. At the beginning of the process, the scheduler first checks whether sufficient power

is available for sending at least one energy burst; should the condition be met, the scheduler

then looks into the service queue and serves the head of the queue. At the end of the

charging cycle, the request is removed from the queue, and an end message is transmitted.
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Figure 7.2: Communication architecture of the proposed EV load management scheme.

The process is repeated as long as power is available in the system. Thus, under the SFQ

scheduling, the vehicle that arrives earlier receives the higher number of energy bursts.

To prevent excess energy delivery after an EV battery has reached its full capacity Ē, the

scheduler computes the expected SoC before each round of allocation. If the expected SoC

exceeds 100%, the scheduler adjusts the duration of the last energy burst using the below

formula:

∆t̂ =
1
p̄
[100− Ē ·SoC(t)], (7.6)

where ∆t̂ is the truncated time quantum for the last energy burst. In the case where mul-

tiple EVs send energy requests simultaneously or the available power increases sharply,

the controller may have to allocate a number of energy bursts at the same time which may

increase the instantaneous communications load. To avoid such a scenario, a small ran-

domisation interval δ t(=1 sec) is used, such that if the time between two successive energy

burst allocations is less than δ t, the controller will delay the next allocation by δ t. By using

the randomisation interval, the controller is able to regulate the maximum communications

load of the system, which is given by 1/δ t packets/sec.
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Figure 7.3: Flow chart of the SFQ scheduling algorithm.
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7.1.3 Modelling & Assumptions

To examine the behaviour and performance of the proposed EV load management scheme,

a discrete event simulation is developed using OPNET Modeller 16.0. In particular, we

consider the case of using the EV fleets for night-time valley-filling of the daily load curve,

where users are subscribed to a flat-rate contract and the charging process is independently

controlled. The simulation scenarios are based on a small distribution substation serving

2,000 cars. The baseline scenario assumes an EV penetration level of 25 per cent that yields

an EV fleet size of 500. The number of EVs is then increased to 750 (37.5 % penetration)

and 1,000 (50 % penetration) to examine the effect of higher adoption rate. The following

assumptions are made:

a) Charging Window & Vehicle Arrival Patten: A charging window of 8 hours is con-

sidered that starts at 10 pm at night and ends at 6 am in the morning. Since by 10 pm most

EVs will be plugged into the charging system, we use a heavy tailed (shape, α= 5) Pareto

distribution function for modelling the vehicle arrival pattern. According to the distribu-

tion, 90 per cent of the cars will be connected to the system within the first hour of the

charging window. The remaining cars will arrive late with the last one coming as late as 4

am in the morning.

b) Charging Requirements: For the sake of simplicity, we assume that all vehicles have

a similar battery size of 16 kW, with a capacity rating of 80 per cent and the initial SoC

of the batteries are uniformly distributed between zero to 50 per cent. We further assume

that the cars will be charged via a regular 240V/15A power outlet (considering the case of

Australia) and the charger has an energy transfer efficiency of 90 per cent to compensate

for losses during the charging session.

c) Energy Budget: We assume that in the Smart Grid, the utility control centre will

provide each distribution substation with a certain energy budget to satisfy the EV charging

loads at a given period. Since the loads remain fairly constant during the off-peak hours
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at night, the grid is mainly supplied by the base load power plants. Hence, we model the

available energy budget as a three-step function, such that if the maximum available power

is P, then the energy budget at time t is given by

EBudget =


1
2P, from 10 p.m. to 12 a.m.

P, from12 a.m.to 4 a.m.

1
2P, from 4 a.m. to 6 a.m.

(7.7)

Without any loss of generality, we assume that the system has enough power to serve the

baseline scenario of 500 EVs within the stipulated charging window. Now, the total energy

requirement for charging a given EV fleet can be roughly calculated by

ETotal =
N

∑
i=1

(1−αi)Ei
βi

ηi
, (7.8)

where N is the number of EVs in the fleet, α is the initial SoC, E is the battery size, β is

the battery rating, and η is the efficiency of the charger. Assuming a flat charging profile

with the parameters specified and using (7.8), the total energy requirement for 500 EVs

becomes 5334 kWh (approximately). Thus, over the charging window of eight hours, the

available power is distributed into three segments: 450 kW between 10 pm to 12 am; 900

kW between 12 am – 4 am; and 450 kW between 4 am – 6 am. In addition, a time quantum

∆t of 5 minutes is assumed for this study.

d) Communications Network: We design the communications part of the model as a sin-

gle cell suburban WiMAX network based on the IEEE 802.16-2009 standard. The EVCC

is modelled as a remote server located in the core network. The EVs are equipped with

a WiMAX SS to perform IP based communications with the EVCC via the BS. For UL

data transmission, we use the BE scheduling service flow considering that the bursty SoC

update messages from the EVs. To imitate a multi-service smart grid network, we simu-

late an exponentially distributed background BE traffic of 100 pps (packets/sec). The key

WiMAX parameters are same as in Table 3.3. In addition, we examine the use of both
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Figure 7.4: Initial charging request and SoC update messaging load for various EV fleet
sizes.

ARQ and HARQ retransmission schemes to recover the lost packets. The ARQ retrans-

mission interval is set to 0.1s; 8 HARQ channels are assumed with maximum 4 retrans-

missions per packet. The contention parameters for the BE scheduling service is set as

T16 = 4 frames, W0 = 22, Wf = 28 and m = 16.

7.1.4 Results & Analysis

As discussed in Chapter 2, the overall communications load of the EV charging applica-

tion comprises a fixed and variable messaging components. Figure 7.4 plots the WiMAX

network load for these two messages at varying EV charging loads. Note that as both of

these messages are associated with a DL reply message (see Figure 2.5), the actual load is

twice that of the one shown in the figure. From the results, we see that the initial charging

requests from the EVs follows a Pareto distribution as assumed in Subsection 7.1.3.

Moreover, the initial request load increases as the number of vehicles increases. In contrast,

the SoC update load remains the same independent of the number of vehicles in the system
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Table 7.1: SoC Update Message latency (For 500 EVs)

Retrans. Scheme Mean Latency (ms) Max. Latency (ms)

ARQ 34.23 315.0
HARQ 29.95 330.02

Error Free 26.37 300.0

and closely follows the available power as indicated by (7.4). In addition, the load is very

small (less than one packet/sec) and is evenly distributed throughout the charging window,

as the controller scatters the allocation of the energy bursts through the randomisation in-

terval δ t. This corresponds to very low radio resource utilisation, which is only around

0.04 per cent for the WiMAX network.

Table 7.1 lists the latency distribution of the SoC update messages over an error-free chan-

nel and an error-prone channel with ARQ and HARQ retransmission schemes. The results

show that the overall message latency increases due to retransmissions of the corrupted

packet. Between ARQ and HARQ, the latter provides a better delay performance. This

is because the ARQ relies on a feedback mechanism to detect a packet error and initiate

retransmission. Conversely, the HARQ sends each data packet with FEC and the receiver

uses both the retransmitted and the erred packets to reconstruct the original packet which

significantly reduces the number of retransmissions.

Since at steady-state, the controller allocates another energy burst only after one has been

consumed, the latency of the SoC update message d̄SoC causes a slight loss of energy at

each round of allocation which is given by

ELost = d̄SoC ·∆E · l(t).

However, since d̄SoC � ∆t, the amount of this loss is negligible. For example, the loss is

0.044 kWh, which is less than 0.01% for an available power of 450 kWh, an SoC update

load of 0.41 packets/sec (as in Figure 7.4), and a mean latency of 30 ms (as in Table 7.1).
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7.2 Predictive Synchrophasor Communications

One of the key objectives of a WAMS is to support predictive protection and control

schemes in the Smart Grid to prevent cascading failures due to voltage instability events,

such as power swing and voltage oscillation [42]. Such schemes utilise synchrophasor mea-

surements from the PMUs to determine the characteristics of a voltage instability event and

predict an out-of-step condition using a time-series expansion algorithm. When the voltage

of a load-bus reaches close to its instability point, an aggressive synchrophasor reporting

rate may enhance the performance of the time-series algorithm to better predict the tran-

sient response of the system, and thereby allow the control system to execute appropriate

actions within the incubation period [104]. However, an aggressive reporting rate comes

at a cost of higher bandwidth requirement. This is particularly challenging for a multi-

service Smart Grid communications network, where the locked radio resources may cause

bandwidth-starvation to the other applications. This problem can be overcome by using

an adaptive reporting scheme where the controller dynamically switches between a normal

and an expedited reporting rate based on the output of the prediction algorithm. Such a

scheme is reasonable since a voltage instability event in a power system is a highly random

phenomenon. For most of the time, the system will operate normally and the synchrophasor

reporting rates can be maintained at an optimum level.

In this section, we propose an adaptive synchrophasor reporting scheme that dynamically

switches between a normal and an expedited reporting rate to keep its communications

load minimum. The switching of the reporting intervals is performed based on a predic-

tion framework that periodically estimates the maximum loadability and voltage instability

point of the system by using the local synchrophasor measurements.

7.2.1 Prediction of Voltage Instability

Let us consider a power system network where a local bus consuming power Pt + jQt

at time t. The local voltage stability monitoring techniques [105] generally convert the

whole power system network into a time dependent two-bus Thevenin equivalent system
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Figure 7.5: Two-bus Thevenin equivalent sytem. Load bus and the rest of the system is
represented by a voltage source (E) and transmission line.

(see Figure 7.5) where a generator Et∠0 supplies power Pt + jQt to the local bus through

a transmission line Zt = Rt + jXt , where Rt is the resistance and Xt is the reactance of the

bus. The voltage phasor of local bus is Vt∠θt . The real and reactive power transfer to the

local bus can be expressed as [106]:

Pt =
Vt

|Zt |2
[(Et cosθt−Vt)Rt−Et sinθtXt ] (7.9)

Qt =
Vt

|Zt |2
[(Et cosθt−Vt)Xt +Et sinθtRt ] (7.10)

In the above two equations, both Pt and Qt are functions of five variables; they are Et ,Vt ,θt ,Xt

and Rt . However, it is very difficult to predict the future behaviour of those variables, and

hence the profile of Pt , Qt . Different assumptions have been used to estimate the future

profiles of Pt and Qt [105, 106]. A compact expression of maximum active and reactive

power transfer limit to a local bus has been developed in [106] by assuming Rt/Xt is small

and Et ,Xt and Qt or Pt are constant:

Pmax =

√
E4

t

4X2
t
−Qt

E2
t

Xt
; and Qmax =

E2
t

4Xt
−P2

t
Xt

E2
t
.

Different assumptions have been used to estimate the future profiles of Pt and Qt [106, 105].

However, the method cannot perform well when the load in a local bus is voltage-sensitive,
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i.e. ZIP load [105]. The ZIP load can be modelled as [107, 105]:

Pt = kt(Pc +a1Vt +a2V 2
t ), and (7.11)

Qt = kt(Qc +b1Vt +b2V 2
t ), (7.12)

where Pc,Qc,a1,a2,b1,b2 are constants and the value of kt is an independent demand vari-

able called ‘loading factor’ [105]. The loading factor kt can be used as an indication of the

total load demand changing with time. By combining (7.11) and (7.12) a relationship is

developed in [105]:

V 4
t +V 2

t [2(PtRt +QtXt)−E2
t ]+Z2

t (P
2
t +Q2

t ) = 0. (7.13)

Let us draw the P-V characteristics curve from (7.13) by assuming Qt ,Et ,Xt are constant

(see Figure 7.6). We can also draw a set of ZIP load characteristics curves (Pt-Vt), by using

(7.11) for different values of kt . It has been shown in [105] that the system remains voltage

stable for a loading factor kt if the ZIP load characteristic curve (7.11) for kt intersects the

P-V curve at least two points. The system will be voltage unstable, when for some critical

loading factor k∗, the ZIP curve becomes tangent to the system P-V curve.

In Figure 7.6 we see that the voltage of the system will be unstable when the load demand of

the local bus reaches the point when the voltage and active power supply become VC and PC

p.u., respectively. Let the power transfer to the local bus at time t is denoted by Pt . When

the load demand increases, the power transfer to the local bus increases and the voltage

decreases continuously. At some point of load demand, the system transfer maximum

power Pmax to the local bus. After that point, both power transfer to the local bus and

bus voltage decreases simultaneously with increasing load demand. Finally, the voltage

collapse occurs at VC and PC. The interesting observation is that the voltage instability

occurs beyond the maximum power transfer point Pmax.

Let us assume the voltage and current phasors of a load bus are sampled using PMU at

the discrete sampling instants {tr}r=1,2,···. Also, the load demand of the bus is increasing

with time. Consequently, the system voltage will be collapsed at time C with power and
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Figure 7.6: PV curve of a typical load bus and ZIP load curve at critical k∗.

voltage being (PC,VC). Assume that the current time instant be t`, and a local bus is likely

to consume maximum power Pmax at time T > t` and will be collapsed at time C > T, t`.

Out target is to estimate the future incidents of Pmax,T and C from current time t`. Suppose

the prediction of Pmax, Vpm,T and C at time t` are P`
max, V `

pm, t
`
pm and t`∗, respectively. We

want to develop an efficient prediction algorithm such that

• ‖Pmax−P`
max‖, ‖Vpm−V `

pm‖,‖T − t`pm‖ and ‖C− t`∗‖ are small, and

• (T − t`) and (C− t`) are large.

The details of the voltage instability prediction algorithm is provided in Appendix D.

7.2.2 Adaptive PMU Reporting

Due to the complex dynamic behavior of the power system, the change of voltage of a bus

∆V does not remain same over time which makes it quite difficult to predict. Moreover,

the value of ∆V changes rapidly when the voltage of a load bus approaches the voltage

instability. Hence, an aggressive PMU reporting rate is helpful to precisely predict a voltage
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instability condition. Note that such an adaptive PMU reporting scheme is consistent with

the IEEE C37.118.2 standard for synchrophasor data transfer [45]. The standard allows the

PDC to send commands to the PMUs using a command (CMD) frame. The frame has a 2

byte field that can be used to change the synchrophasor reporting states.

From our previous study in Section 3.3, it is clear that the UGS scheduling service of

WiMAX is the best candidate to transfer the PMU data packets. However, to adaptively

change the PMU reporting intervals, first the concerned PMU(s) needs to be notified through

a CMD message to change its data output. After that, the service flow parameters of the

corresponding UGS data connection need to be dynamically modified so that the newly

generated bandwidth requirements are met. Such a dynamic negotiation is allowed in the

existing WiMAX QoS framework by using the DSC procedure described in Subsection

3.1.2. The DSC procedure supports both the SS initiated DSC and the BS initiated DSC.

(a) (b)

Figure 7.7: DSC negotiation for: (a) increasing PMU reporting rates, (b) decreasing PMU
reporting rates within a WiMAX UGS connection.

For adaptive PMU reporting, as the upstream PDC is changing the connection properties,

the BS needs to initiate the DSC procedure. An important consideration is that the required

bandwidth change needs to be sequenced between the PMU and the BS to prevent any

packet-loss . According to the IEEE 802.16 standard, if a UL service flow’s bandwidth is

being increased, the BS increases the bandwidth scheduled for the service flow first and

then the SS increases its payload bandwidth. In contrast, if a UL service flow’s bandwidth
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Figure 7.8: State transition diagram of SF negotiation in the WiMAX BS for the adaptive
PMU reporting scheme.

is being reduced, the SS reduces its payload bandwidth first and then the BS reduces the

bandwidth scheduled for the service flow. The process is depicted for the adaptive PMU

reporting scheme in Figure 7.7.

As seen from Figure 7.7, the PDC initiates the change procedure by issuing a CMD mes-

sage to the PMU via the WiMAX BS. When the BS receives the packet, its MAC CS dis-

tinguishes the CMD message using a protocol matching criteria such as IP address, port,

or type-of-service. Upon recognising the CMD message, the CS sends a SF trigger to the

service flow management (SFM) entity in the BS according to the procedure specified in

[108]. The CMD packet is processed normally and transmitted to the desired PMU. On the

other hand, the SFM extracts the CID of the particular PMU and the new reporting interval

from the CMD message and determines the required SF parameters (data rate and latency).

The BS then sends a DSC request (DSC-REQ) message to the SS of the corresponding

PMU. The state transition diagram of the SF negotiation in the WiMAX BS is depicted in

Figure 7.8.

Upon receiving the DSC-REQ message, the SS modifies the SF parameters and notifies

the change via a DSC response (DSC-RSP) message. Finally, the BS confirms the change

via a DSC acknowledgment (DSC-ACK) message. The BS increases the bandwidth of the

UGS connection before sending the DSC-REQ message and decreases it after receiving the

DSC-RSP message. This is required to ensure seamless changeover between two reporting
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rates without any loss of packets.

7.2.3 Simulation Results

To examine the impact of the proposed adaptive reporting scheme on WiMAX network, a

single cell simulation model is developed using the OPNET Modeller 16.0. The simulation

scenario is based on a New England 39-bus test system covered by the WiMAX cell. Within

the 39-bus system, only 8 PMUs are required to make the system observable [109]. The

simulation parameters as the same as described in Subsection 3.3.4. We further assume that

the PMU data transmission and UGS grants are synchronised using the FL/FLI technique,

described in Section 3.3.

While, at a given instance, only a particular bus or a set of buses may be at risk of voltage

instability. Considering the worst case scenario, we assume that the PDC increases the

reporting rates for all 8 PMUs simultaneously from 10 Hz to 50 Hz during the 3rd minute

of the 5 minute simulation period. The expedited reporting rate exists for 30 seconds after

which the system becomes stable again. Figure 7.9 shows the bandwidth utilisation of

the WiMAX uplink subframe under the adaptive and the conventional reporting schemes.

The results show that the proposed scheme consumes bandwidth more efficiently than the

conventional non-adaptive scheme.

Next, we look at the delay performance of the WiMAX UGS connection under the adaptive

reporting scheme as shown in Figure 7.10. From the results, we see that no additional delay

is incurred during the changeover time, as the BS allocates resources synchronously to the

PMUs ensuring a seamless migration from low to high reporting rates. Nevertheless, when

the reporting rate changes from high to low, there is a sharp spike in the delay profile. This

is due to the UGS grant dispersion technique that adjusts the PMU data transmission and

UGS grant times to ensure minimum UGS delay. Note that during the spike, the delay

increases to 40 ms which yields that the data transfer from the eight PMUs are spread over

8 WiMAX frames using the FL/FLI method.
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Figure 7.9: WiMAX UL bandwidth usage under the adaptive and the non-adaptive syn-
chrophasor reporting schemes.
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7.3 Hybrid Microgrid Protection Scheme

As discussed in Subsection 2.2.6, communications networks play a key role in a microgrid

protection scheme as the protective relays need to communicate with each other to dynam-

ically track their fault-current levels due to the time-varying nature of the loads and the

DGs. A number of protection schemes have so far been proposed for the microgrids. Of

them, some are highly dependent on real time communications; for example, the differ-

ential protection scheme described in Subsection 2.2.6. Others are based on fault current

estimations and require communications only when there is an event in the system, for ex-

ample, a system fault or change of topology [110]. Typically, communications-intensive

schemes like differential protection are more sensitive as they work with the actual fault-

current values. However, they tend to be less reliable, especially under a wireless media

where the channels are often affected by variable propagation conditions, such as random

noise and multipath-fading.

In this section, we present the concept of a hybrid microgrid protection (HMP) scheme that

implements the traditional differential microgrid protection (DMP) scheme, along with

an adaptive microgrid protection (AMP) scheme based on a central controller, denoted

as the microgrid central protection unit (MCPU). While the differential scheme is more

sensitive, it requires extensive communications. On the other hand, the adaptive scheme

is less sensitive, but has low communications load. The joint deployment of these two

schemes has the potential to increase the accuracy and precision of the whole protection

system while reducing the overall communications cost. We also propose a preemptive

switching algorithm for the microgrid relays so that they can seamlessly handover from

DMP to AMP depending on the bit error rate (BER) of the communication link. Some

illustrative results are provided based on a WiMAX network to justify the proposed hybrid

protection scheme.
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Figure 7.11: An adaptive microgrid protection system [110].

7.3.1 Adaptive Microgrid Protection Scheme

Considering the unconventional fault behaviour of the small-scale rotating machines and

the non-linear fault behaviour of the inverter-interfaced DGs, an AMP system has been

developed in [111, 110]. An illustrative example of such a system is shown in Figure

7.11. Each relay communicates with the MCPU through a unicast message as soon as it

operates either due to a fault, or a change of topology in the system, for example, a change

of direction in the current flow due to connection/disconnection of a DG. Based on this

information, the MCPU re-calculates the fault current of all the relays and updates them

about their new fault-current setting through a broadcast message.
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For any relay x in the network, the fault current is calculated using the following formula

[110]:

I f ault =
(
I f aultGRID×OperatingMode

)
+

M

∑
i=1

(
ki× I f aultDGi×StatusDGi

)
, (7.14)

where M is the total number of DGs in the microgrid, ki is the impact factor of the i th DG

on the fault current of the relay x, I f aultDGi is the maximum fault current contribution of

the ith DG, and the ‘operating mode’ is a status bit ensuring that the fault contribution of

the utility grid is considered only when the microgrid is connected to the grid; its value is

0 when the microgrid is islanded. Similarly, the fault contribution of a DG which is not in

operation will be annulled by its status bit StatusDGi. Thus, the above equation considers

the fault contribution of grid and the active DGs on that particular relay.

Once the fault currents are estimated, and the operating currents are reported to relays,

the relays operate individually without any further information exchange. In other words,

communication is only required when there is an event in the microgrid and the fault cur-

rents need to be re-estimated. Hence, the scheme is less dependent on the communications

network.

7.3.2 Differential Microgrid Protection Scheme

In Section 3.3, we have described a traditional differential protection scheme. However, in

a microgrid environment, the level and direction of the fault current may change rapidly due

to the dynamic behaviour of the loads and the DGs. Hence, some adaptations are required

for the differential protection scheme to work effectively in this environment. In [48], the

use of MCPU is proposed which is responsible for comparing the measured currents and

detection of a fault, as well as issuing of the subsequent trip signal. Figure 7.12 illustrates

the use of the DMP scheme in the same microgrid environment as in Figure 7.11.

As shown in the figure, DMP can be deployed over a transformer or a larger protection

zone within the microgrid. However, here the key challenge for a DMP scheme is the

increased communications load, as all the relays within the microgrids needs to exchange
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Figure 7.12: A differential microgrid protection system [48].
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their current information in real time.

7.3.3 Key Communications Issues

Here, we discuss two key communications issues that highly influence the choice and per-

formance of a microgrid protection scheme.

i) Communications Load: As mentioned earlier, the DMP scheme requires continuous

communication among the peer relays. Thus, it has a fixed communications load which is

given by

CDMP = 2 M
LDMP

∆t
, (7.15)

where LDMP is the size (in bits) of a differential current measurement packet, ∆t is the

current measurement interval, and M is the number of relays. The factor 2 in (7.15) rep-

resents the bidirectional communications load (i.e. UL and DL) within a cellular WiMAX

network.

In the case of the AMP scheme, two types of message exchanges are typically required:

i) the multicast ‘status update’ message from the MCPU to the relays; and ii) the unicast

‘status change’ message from the relays to the MCPU (unicast). In addition, the MCPU can

send unsolicited ‘status update’ messages to preemptively change the fault current settings

of the relays; for example, during a scheduled maintenance. Since the information content

of these two messages are almost the same, a fixed message size LAMP can be assumed for

the AMP scheme. In contrast, since each ‘status change’ message is associated with a ‘sta-

tus update’ message, and the number of unsolicited ‘status update’ messages are typically

low, we can readily assume an average number of microgrid events per second (denoted

as n) for the AMP scheme. Additionally, in cellular wireless networks such as WiMAX, a

multicast message requires the same amount overhead as a unicast message.

Thus, the overall communications load for the AMP scheme can be expressed as

CAMP = 2MnLAMP. (7.16)
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Assuming LDMP ≈ LAMP and comparing (7.15) and (7.16), we can write

CDMP

CAMP
≈ 1

n∆t
. (7.17)

Typically, the DMP scheme has a measurement interval ∆t of 40ms for a distribution mi-

crogrid, which yields 25 measurement packets per second. On the other hand, the number

of microgrid events n is very low compared to the amount of information exchange in the

DMP scheme. Thus, from (7.17), we can clearly see that the communications load is much

higher in the DMP scheme than the AMP scheme. This is further evident in Figure 3.12

that plots the data and signalling usage for various number of differential relays in a typical

WiMAX network.

ii) Reliability: Reliability of the communications network is another important aspect

that needs to be considered while selecting a microgrid protection scheme. In the case

of a wireless network, this is even more important as the communications media is often

affected by frequency-selective fading and random noise. In such a case, the SNR of the

system should lie within a reasonable limit so that the BER does not fall below a certain

threshold. Otherwise, packet loss will occur, which will further degrade the performance of

the protection scheme during a fault event. Note that the BER of a wireless link depends on

the MCS level used. The higher the MCS level, the more the data rate, the higher the SNR

requirement. Figure 7.13 shows the BER vs. SNR curve for a typical WiMAX network at

different MCS levels.

A typical WiMAX network can scale down its MCS level based on the SNR status of the

system using the adaptive modulation and coding (AMC) technique. For a lossy com-

munication channel, the system will first try to combat BER by reducing its MCS level.

However, if the SNR does not improve after the lowest MCS level, packet-loss will hap-

pen. Although there are several retransmission schemes available in WiMAX, such as

ARQ and HARQ, they require time and additional radio resources to operate. Moreover, it

is quite challenging to allow retransmission within a small delay budget of a DMP scheme.

Hence, under a multi-terminal DMP scheme, a failure in the communication link (due to
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Figure 7.13: BER vs. SNR curve under different MCS levels in a typical WiMAX network.

packet-loss) for one of the relays will cause failure of the whole protection system.

In contrast, the AMP scheme is modular, as a link failure will only affect the individual

relay. Moreover, if there is no configuration change prior to the fault occurrence, the link

failure will not affect the performance of the protection scheme, as the affected relay will

operate based on the as the ‘last-setting-valid’ method. Thus, the AMP scheme is less prone

to communications failure than the DMP scheme.

7.3.4 The Hybrid Protection Scheme

From our earlier discussions, we can conclude that AMP acts rapidly, is more reliable, but is

not very sensitive as it requires fault current estimation. In contrast, DMP is very sensitive

in detecting the faults, but depends highly on continuous communication, and hence, is less

reliable in larger systems. Based on these observations, a HMP scheme is proposed that

exploits the full benefits of these two schemes and minimises their drawbacks. The key

features of the HMP scheme are:

1) Differential protection with MCPU support could be used in important nodes such as
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Figure 7.14: Dynamic switching between DMP and AMP schemes under the proposed
HMP scheme.

transformers or in high-risk areas, where the expected fault currents are relatively higher

and/or sensitive loads exist;

2) Adaptive protection could be utilised in the rest of the system as a roll-back strategy (in

case of a communication failure), where differential protection is implemented.

To prevent any physical packet-loss, the HMP might be configured in such a way that

it would send a switching request when the communications link operates at the lowest

MCS level (i.e. QPSK with ½ rate FEC for WiMAX system). This will ensure that the

protection system will have a reasonable time to switch from DMP to AMP without losing

any packets. Such a switching algorithm is illustrated in Figure 7.14.

As shown in Figure 7.14, the HMP application in the protective relays continuously ob-

serves the SNR level of its communication link with the BS (or MCPU). While operating

under the DMP scheme, if the SNR level is equal to or less than a certain switching level,

it switches to AMP. In contrast, if the SNR level improves, it switches back to DMP.
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Table 7.2: Message Latency (in ms) of the AMP scheme in the WiMAX network.

No. of Microgrids
statusChange (UL) statusUpdate (DL)

Mean Max. Mean max.

2 24.39 33.83 5.90 5.90
4 24.67 34.11 5.90 5.90
6 23.88 34.08 5.90 5.90
8 23.85 34.23 5.90 5.90

10 24.25 34.29 6.10 6.10

7.3.5 Performance Analysis

In Section 3.3, we conducted a comprehensive performance analysis of the traditional

DMP scheme. In this subsection, we examine the performance of the AMP scheme over

a WiMAX network. Since the communications load of the AMP scheme is very small

compared to the DMP scheme, we concentrate on its delay performance only. A simula-

tion model is developed using OPNET Modeller 16.0. The WiMAX simulation parame-

ters are same as listed in Table 3.3. However, to keep the communications latency of the

AMP traffic minimum, we employ the DRA mechanism proposed in Chapter 5. Under this

mechanism, the protection traffic from the microgrid relays is assigned a dedicated logi-

cal random access channel and given the highest priority in the BS scheduler to provide

expedited bandwidth grant.

The baseline scenario is comprised of a single microgrid system similar to the one shown

in Figure 7.11 that contains a single MCPU with 15 relays (7 bus relays and 8 standalone

relays connected with the loads and the DGs). Each relay is assumed to send one protec-

tion message with a payload size of 100 bytes within the simulation duration of one hour.

We further vary the number of microgrids to examine their effects on the overall message

latencies in the WiMAX network. The corresponding results are listed in Table 7.2.

From the results, it can be seen that the WiMAX network, along with the proposed DRA

scheme, provides almost fixed latency for both uplink and downlink components of the

protection messages. Also, the total latency is below the delay bound of 40 ms for the

DMP scheme. Thus, we can safely conclude that if AMP is used alongside DMP, the
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WiMAX network will be able to save a considerable amount of radio resources without

compromising the delay performance of the protection traffic.

7.4 Chapter Summary

In this chapter, we have presented a number of application-specific optimisations for some

of the key Smart Grid M2M applications over a WiMAX network. The EV load manage-

ment scheme proposed in this chapter has a very low communications load, which depends

on the available power of the system rather than the number of connected EVs. This helps

the system to maintain an almost fixed communications overhead, no matter how many EVs

are connected to the system at any given time. Note that while the scheme is demonstrated

for the EV charging applications only, it can be used in other demand management appli-

cations, such as HVAC (heating, ventilation and air conditioning) control and management

of the DERs. On the other hand, the proposed predictive synchrophasor communications

scheme and the HMP scheme ensure an optimum resource utilisation in the WiMAX net-

work by increasing their bandwidth needs only when required. Hence, these optimisations

are quite advantageous for a multi-service Smart Grid communications network, where the

saved radio resources can be used to serve other applications.



Chapter 8

Conclusions

It is well acknowledged within the industry and the research community that a robust com-

munications network is a fundamental building block of the next generation of electric-

ity networks, i.e. the so called ‘Smart Grid’. However, there is still a lot of debate on

which technology is the most appropriate candidate for this and how it should be adapted

to the various requirements of Smart Grid applications and devices. Although wireless

communication technologies have a clear leverage in this arena but there are a number of

uncertainties, for example, network performance in a M2M communications environment,

suitability for a vast number of emerging applications, and scalability to current and future

communications needs. As a prospective Smart Grid communications technology, the IEEE

802.16-based WiMAX networks are also subjected to these uncertainties and challenges.

The goal of this research was to identify the above challenges and suggest appropriate mea-

sures, so that utility operators can receive maximum benefits from an IEEE 802.16/WiMAX-

based Smart Grid communications network. In particular, this thesis has validated the

notion that the random access plane is the key bottleneck for supporting M2M commu-

nications over a WiMAX network. Moreover, it has proposed a number of solutions to

overcome this problem, including several other enhancements, such as the HetNet archi-

tecture in Chapter 6 and the application-specific optimisations in Chapter 7.

This chapter is devoted to a summary of the main contributions reported in this thesis and

the associated key results, followed by a discussion on prospective research directions for
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future work.

8.1 Summary of Contributions

One of the significant contributions of this thesis is an in-depth and technology agnostic

review of the application characteristics and traffic requirements of the major Smart Grid

applications. The review has two key components. First, it develops an understanding of

the Smart Grid communications architecture and identifies its key components based on the

well-regarded IEEE 2030-2011 standard for Smart Grid interoperability. Second, it inves-

tigates the characteristics and traffic requirements of the key Smart Grid applications, and

highlights some key challenges in the context of a Smart Grid communications network.

The key outcome from these discussions is that a potential Smart Grid communications

technology needs to support a wide range of traffic sources with significantly varying QoS

requirements. Therefore, its key challenge is to efficiently allocate radio resources among

these various classes of traffic so that their end-to-end QoS requirements are met.

Based on this review, Chapter 2 developed a number of traffic models and conducted simu-

lation studies on the performance of the three the key traffic sources of the Smart Grid,

namely, smart meters/AMI, synchrophasors, and protective relays, over a conventional

WiMAX network. The AMI study shows that a typical WiMAX BS offers a moderate

coverage range for a suburban AMI/Smart Grid network with predominantly indoor SSs.

However, the coverage can be greatly improved if the outdoor SSs are used due to their

improved antenna height/gain and immunity from the building penetration losses. This

was further addressed in Chapter 6, where a WiMAX-WLAN HetNet architecture was

proposed to improve network coverage and utilisation. The study further reveals that the

existing random access mechanism of WiMAX can significantly degrade the performance

of the bursty AMI applications, especially when the access load is high. The performance

is even worse for event-based traffic, such as outage alarms from the smart meters and

the protection signals from the relays. On the other hand, the study on synchrophasors in

Chapter 3 shows that the synchrophasor traffic can be well-supported by the conventional
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UGS service of WiMAX; moreover, using advanced WiMAX features such as persistent

scheduling and ROHC, their radio resource usage can be significantly reduced. To further

optimise their radio resource usage, a number of application-specific optimisations were

conducted in Chapter 7.

Inspired by the findings in Chapter 3, a comprehensive analytical model was developed in

Chapter 4 to evaluate the performance of the CDMA-based random access procedure in

WiMAX. The analysis reveals that the random access channels perform optimally when

the number of devices contending simultaneously does not exceed a particular threshold.

Otherwise, the channel becomes unstable in terms of access success rate and access delay.

Moreover, through Monte-Carlo simulation, it shows that the BS is able to detect only a

limited number of codes in the presence of MAI, random noise and frequency-selective

fading in the multipath wireless channel. Thus, it validates the notion that the random

access plane is the key bottlenecks for supporting M2M communications over a WiMAX

network.

Chapter 5 has been devoted to addressing the above problem with a cross-layer approach.

First, it has proposed an enhanced random access scheme where the fixed/low-mobility

M2M devices pre-equalise their BR codes using the estimated frequency response of their

slowly-varying channels. Consequently, the BS can to detect a large number of codes as

their mutual orthogonality remains preserved. Mathematical analysis is conducted to de-

termine the theoretical performance limit of the code detector. The analysis reveals that

the default pseudo-random code matrix specified in the IEEE 802.16 standard is not quite

effective for detecting a large number of codes under the proposed scheme. As a remedy,

it is argued that a Hadamard code matrix can significantly increase its code detection per-

formance. Moreover, a DRA strategy is proposed to provide QoS-aware access service to

various M2M devices. The theoretical performance of the proposed scheme is validated by

simulation results under both of the two code matrices. The proposed scheme is fully com-

pliant with the existing WiMAX specifications, except it requires a dedicated BR channel

when both M2M and conventional applications need to be supported. Such a requirement

is reasonable considering the volume of the M2M devices per BS and has already been
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provisioned in the IEEE 802.16p amendment. Moreover, it has proposed an adaptive RRM

framework based on the above DRA concept, which adaptively allocates the ranging re-

sources based on load and priority of the application. The performance of the proposed

scheme has been demonstrated using both generic traffic profiles and the pilot protection

application studied in Chapter 3.

To improve the capacity and coverage issues identified in Chapter 3, Chapter 6 argued

that a heterogeneous deployment of a WiMAX network with one or more short/medium

range wireless technologies, such as IEEE 802.11 based WLAN or IEEE 802.15.4-based

ZigBee, can efficiently address these challenges, thereby offering the ultimate wireless

solution for a Smart Grid communications network. Such a multi-tier network is fully

compliant with the communications architecture of the Smart Grid reviewed in Chapter

2. Moreover, it provides physical separation between the NAN/FAN and the WAN of an

end-to-end Smart Grid network, which improves security and encourages the development

of new distributed control and energy management applications in the NAN/FAN domain.

The proof of concept was validated by a WiMAX-WLAN HetNet architecture, where the

dual radio WLAN APs are embedded within the coverage umbrella of a WiMAX network.

Finally, Chapter 7 has carried out a number of application-specific optimisations to support

the EV load management and synchrophasor-based protection and control schemes more

efficiently over a WiMAX-based Smart Grid communications network. The EV load man-

agement scheme proposed in this chapter has a very low communications load, which de-

pends on the available power of the system rather than the number of connected EVs. This

helps the system to maintain an almost fixed communications overhead, no matter how

many EVs are connected to the system at any given time. This highly efficient scheme can

also be used in other demand management applications, such as HVAC control and man-

agement of the DERs. In addition, the predictive synchrophasor communications scheme

and the HMP scheme presented in this chapter ensure an optimum resource utilisation in

the WiMAX network by increasing their bandwidth needs only when required. Hence,

these optimisations are quite advantageous for a multi-service Smart Grid communications

network where the saved radio resources can be used to serve other applications.
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8.2 Future Research Directions

Given that this research is one of the first investigations devoted to the applicability of a

4G wireless network within a Smart Grid paradigm, a number of potential areas could be

extended for future studies, discussed as follows.

1. The random access performance analysis and enhancement carried out in Chapter 4

and Chapter 5 can be applied to other prospective Smart Grid technologies, such as

the 3GPP-based LTE, which follows a similar random access procedure. The DRA

concept developed in Chapter 5 can be extended and adapted to other random access-

based wireless solutions such as IEEE 802.11-based WLAN networks. Moreover,

the pre-equalisation based code transmission technique can also be used to optimise

the initial ranging performance of the fixed/low-mobility M2M devices, which was

outside the scope of this research.

2. The applicability of HetNet architecture in Chapter 6 needs further investigation and

enhancements, especially where interference from a neighbouring home WiFi/ZigBee

device can affect the performance of the overall network. Note that while WiMAX

has an end-to-end QoS framework, the WLAN provide limited QoS support at the

MAC layer based on the IEEE 802.11e standard. Hence, an important challenge

for the HetNet architecture is to maintain end-to-end QoS for each traffic class. An

adaptive RRM framework can help such a network architecture to optimise its per-

formance in terms of QoS fulfillment and resource utilisation. Further, more studies

are required to see how other secondary technologies of the HetNet architecture can

perform in such an environment, for instance, the IEEE 802.15.4-based ZigBee and

IEEE 802.11p-based Mesh WLAN.

3. Many of the application and traffic models developed in this thesis are technology

agnostic. For example, the pilot protection scheme, the LCDP scheme, and the syn-

chrophasor data transfer model. Further analysis and enhancement of the potential

Smart Grid communication solutions can be carried out using these models. For ex-

ample, how a pilot protection application performs in a ZigBee/WLAN based mesh
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network and how its performance can be enhanced/optimised.

4. The EV load management scheme described in Chapter 7 needs further enhancement

and optimisation to be used in a real life scenario, where more sophisticated energy

scheduling algorithms are required. The concept of ‘energy bursts’ can be applied to

other demand management applications such as HVAC, DERs and storage devices to

optimise their energy scheduling and communications performance.

5. The adaptive synchrophasor reporting scheme in Chapter 7 can be developed further

to incorporate both transient and steady-sate voltage stabilisation issues of the power

network. The concept can also be extended to other non-PMU applications, such as

high resolution SCADA monitoring and remote surveillance of the Smart Grid assets.

6. The hybrid protection scheme in Chapter 7 needs further work to enable coherent

decision making to switch from DMP and AMP and vice-versa, since it requires the

MCPU to consider the performance of the underlying communications network as a

decision metric.



Appendix A

Discrete Event Simulation

A.1 The OPNET Modeller

All the simulation models used in thesis are developed using the well-known simulation

package OPNET Modeller 16.0. It is widely used for network research and development,

modelling and simulation by defense organisations, research communities, and leading

network equipment manufacturers.

The OPNET Modeller platform provides a comprehensive development environment sup-

porting the modelling of communication networks and distributed systems using finite state

machines (FSM). Both the behaviour and performance of modelled systems can be anal-

ysed by performing discrete event simulation (DES), where the system is modelled as a

sequence of states. Each state is associated with a particular event that occurs at a partic-

ular instant in time. The model then evolves through these events over time, based on the

behaviour of the its components and their interactions.

The OPNET Modeller adopts a hierarchical modelling concept that consists of three do-

mains: viz. network domain, node domain, and process domain. The network domain at

the top level defines the network topology, consisting of communication entities known as

nodes and links to allow communications between nodes. The node domain at the second

level comprises of a set of modules that describes the node’s functionality and connections,
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which allow information to flow between modules. The modules in the nodes are imple-

mented using process models of the process domain at the lowest level. The process models

provide behavioural modelling for programmable modules using Proto-C based on a com-

bination of state transition diagrams, a library of high level commands known as kernel

procedures, and general facilities of the C/C++ programming language.

A.2 Simulation Models

The OPNET Modeller provides a specialised WiMAX model that accurately emulates the

operation of a WiMAX network by implementing the OFDMA physical layer and MAC

layer features such as modulation and coding, QoS scheduling and BR. To conduct the

simulation studies in this thesis, a number of custom models were developed by modify-

ing the built-in WiMAX BS and SS node models and augmenting them with a customised

application module. Example of such models include the AMI smart meter model (see

Figure A.1), the synchrophasor models, the differential and pilot protection models, and

the HetNet architecture models (see Figure A.2). Moreover, a combined energy and com-

munications model was developed for the EV load management technique. Besides, the

existing WiMAX BS and SS process models were modified to extend to include a number

of additional WiMAX features, such as synchronised UGS grant allocation, the proposed

adaptive synchrophasor reporting, and the proposed adaptive RRM scheme based on DRA

mechanism.

For example, let us consider the EVCS and EVCC process models of the WiMAX-based

EV charging application model in Section 7.1. The models are shown in Figure A.3. The

FSM in the EVCS application module has five different states: Init, Idle, Request (initial

charging request), Response (continue message) and Update (SoC update) as shown in Fig-

ure A.3(a). While the request state sends the initial charging request message, the response

state is responsible for processing the energy allocations from the EVCC and the update

state sends the SoC update after consuming each energy packet. The Init state initialises

the FSM and the Idle state represents the waiting state of the process. Similarly, the FSM
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Figure A.1: The WiMAX-enabled smart meter node model.

Figure A.2: The WWR node model.
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(a) EVCS (b) EVCC

Figure A.3: Process models for the WiMAX-based EV load management application (in
Section 7.1).

in EVCC application module has four states – Init, Idle, Classify and Allocate as shown in

Figure A.3(b). While the Classify state performs request classification, the Allocate state

performs the energy scheduling.

For backbone communication, IPv4 was used for the simulation models. Each WiMAX BS

is assumed to be connected by an access service network gateway (ASN-GW) router, which

also acts as an IP gateway routing the data packets from the WiMAX BS to the backbone

IP network. In practice, the ASN-GW may be either co-located with the BS or it may be

a stand-alone server in the backbone network. The MDMS for the smart meters, the PDC

for the synchrophasors, and the MCPU for the microgrids are modelled as a remote server

located in the utility’s core network. For example, Figure A.4 depicts the WiMAX-based

synchrophasor communications network where the PMUs are sending their measurements

to their destination PDC through the WiMAX BS, ASN-GW, and the IP backbone network.



204 APPENDIX A. DISCRETE EVENT SIMULATION

Figure A.4: WiMAX-based synchrophasor network model in OPNET.

A.3 Statistical Validity of the Results

A simulation result is considered statistically significant if it is unlikely to have occurred by

pure chance. In general, system models that include stochastic behaviour have results that

are dependent on the initial seeding of the random number generator. Since a particular ran-

dom seed selection can potentially result in an anomalous or non-representative behaviour,

it is important for each model configuration to be run with several random number seeds

to determine a typical, representative behaviour. The basic principle of statistical validity

applied here is that if a typical behaviour exists and many independent trials are performed,

it is likely that a significant majority of these trials will fall within a close range of the rep-

resentative behaviour. Therefore, all results presented throughout this thesis are computed

from multiple simulation runs in which each seed value of random number generator is

different.
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Multicarrier Transmission with OFDM

In this appendix, we describe the OFDM modulation and demodulation process in detail.

The basic idea of OFDM in particular, and multicarrier modulation in general, is to transmit

a block of digital modulation symbols by modulating them on a large set of narrowband

subcarriers (in frequency). On each subcarrier, only a fraction of the total bandwidth is

available, which prolongs the symbol duration of an OFDM signal. The prolonged dura-

tion of an OFDM symbol provides enhanced immunity against Inter-symbol interference

(ISI) due to multipath signal distortion. Moreover, introduction of a so-called cyclic-prefix

(CP) can completely eliminated ISI from an OFDM symbol (explained in Section B.3.2).

Another advantage of OFDM is that the process of modulating the source symbols onto

the different subcarriers is performed by fast and computationally efficient FFT operations.

Figure B.1 shows a block diagram of OFDM system outlining the OFDM modulation and

demodulation process.

As shown in the Figure, the OFDM modulation is carried out digitally, after which the

discrete-time OFDM signal is converted to an analog signal using a pulse-shaping filter.

The analog baseband signal is then up-converted to passband frequency before continuous-

time transmission across the wireless channel. During transmission, the signal is corrupted

by additive noise and multipath channel distortions. At the receiver, the distorted signal

is first down-converted to the baseband level and then passed through a matched-filter to

improve the received SNR. The filtered signal is then sampled and fed to the OFDM demod-
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Figure B.1: Block diagram of an OFDM system.

ulator to recover the source symbols. Detailed description of these processes are provided

in the subsequent sections.

B.1 OFDM Modulation

B.1.1 Multiplexing with OFDM

Consider an OFDM system that transmits ak, k = 1,2, ...,N source modulation symbols,

each having a symbol duration Td . The source symbols are phase/amplitude modulated

using digital modulation techniques such as M-PSK or QAM. Based on the modulation

scheme used, ak can be a real or a complex number. The OFDM system uses N parallel

orthogonal subcarriers to transmit these N consecutive symbols over an OFDM symbol

duration Ts = N · Td . However, instead of the sending them as a pulse-train, the source

symbols are first converted into N parallel symbols, i.e. a = [a1,a2, ...,aN ]
T and then fed

into a N point IFFT (Inverse Fast Fourier Transform) processor and converted to a new set

of symbols x = [x1,x2, ...,xN ]
T . 1

Although the new symbols are transmitted as a pulse train of Td duration, each of them
1Notation: Vectors are recognised as boldface lowercase letters, e.g. a, x and are always considered as

columns by default. Matrices are recognised as boldface capitalised letters, e.g. W, H.
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carriers the frequency contents of all the original source symbols. Therefore, the receiver

can recover a given that sufficient information about x is available. In order to maintain

orthogonality over the N subcarriers, and thereby to reduce Inter-Carrier Interference (ICI),

the OFDM system packs them with a frequency spacing ∆ f = 1
Ts

i.e. the kth subcarrier is

located at the frequency

fk = k ·∆ f =
k
Ts

=
k

NTd
, for ∀k = 1,2, ...,N. (B.1)

Thus, the elements of the N-point IFFT of a is defined as

xk =
N

∑
n=1

an e j2π fk·nTd

=
N

∑
n=1

an e j2π· k
Ts ·n.

Ts
N

=
N

∑
n=1

an e j2πk n
N , for ∀k = 1,2, ...,N (B.2)

The above IFFT operation can be more conveniently represented in matrix form as

x = WH ·a, (B.3)

where W is the N × N point FFT matrix with elements [W ]k,n = e− j2πk n
N , for ∀k,n ∈

{1,2, ...,N}, such that

W =



1 1 1 · · · 1

1 W W 2 · · · W N−1

1 W 2 W 4 · · · W 2(N−1)

...
...

... . . . ...

1 W N−1 W 2(N−1) · · · W (N−1)2


.

Note that WH represents the IFFT matrix, which is the hermitian transpose of W and ob-
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tained by elements [W ]∗k,n.

From (B.2), we see that each individual source symbol ak is distributed into N narrowband

frequency channels of bandwidth ∆ f = 1/NTd, instead of the total available bandwidth 1/Td.

As a result, the duration of a time-domain OFDM symbol is much higher compared to the

original source symbol duration (since, Ts = N ·Td). In turn, this significantly reduces the

ISI among the source symbols as the duration of the multipath delay spread τmax is much

smaller than the OFDM symbol duration, i.e. Ts >> Td > τmax.

However, the symbols transmitted in the early part of the OFDM symbol is affected by the

delayed copies of the previous sample, causing ISI between two successive OFDM sym-

bols. Hence, to completely eliminate ISI, the last part of an OFDM symbol is augmented

as a CP with the beginning of the symbol. The duration of the CP is chosen in such a way

that it is at least equal or more than the channel delay spread, i.e. Tcp ≥ τmax
2. The discrete

length of CP is therefore given by G≥ τmaxN
Ts

. Thus, the discrete-time OFDM signal in (B.3)

becomes

x́ = [xcp,x]T = [xN−G, ...,xN , x1, ...,xN ]
T , (B.4)

where, xcp = [xN−G, xN−G−1, ...,xN ].

Note that, the use of CP extends the length of the OFDM signal from Ts to T = Ts +Tcp.

B.1.2 Pulse Shaping and Transmission

Once the discrete-time OFDM signal s is determined, the corresponding analog baseband

signal is constructed from pulse-shaping of the symbols, i.e. each discrete OFDM sample is

multiplied by a suitable pulse p(t) of duration [0,Td]. The continuous pulse-shaped signal

is given by

x(t) =
N

∑
n=−G

xn p(t−nTd), 0≤ t ≤ T (B.5)

2A typical WiMAX system with an FFT size of 512 has ∆ f = 10.94 KHz, Ts = 91.4 µs, Tcp = 1/8, and
T = 11.4 µs≈ 64 samples.
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In terms of source modulation symbols, x(t) can be written as

x(t) =
N

∑
k=1

ak

N

∑
n=−G

p(t−nTd) e j2πkn/N (B.6)

Equation (B.6) shows that each of the source modulation symbols is superimposed on N

number of subcarriers over the interval [0,T ], thereby, transforming it into a multicarrier

baseband signal. Note that to prevent out-of-band power emissions from the subcarriers

along the edge of the OFDM symbol, some of the subcarriers are used as guard subcarriers,

which do not contain any modulated symbols; thus, they allow the OFDM signal to decay

naturally.

Let, the transfer function of p(t) is p( f ). To minimise ISI between two successive pulses,

the side-lobes of p( f ) must decay quickly without the expense of a large amount of ex-

cess bandwidth. To meet this criteria, in most practical implementations, pulse-shaping is

carried out by a Raised-cosine filter (RCF) [112]. In time-domain,

p(t) = sinc(
t

Td
)

cos(πβ t/T )
1−4β 2t2/T 2 (B.7)

The transfer function of such a filter is given by

p( f ) =


Td, 0≤ f ≤ 1−β

2Td

Td cos2[πTd
2β

(| f |− 1−β

2Td
)], 1−β

2Td
≤ | f | ≤ 1+β

2Td

0, Otherwise

, (B.8)

where β denotes the roll-off factor for the RCF i.e. the excess bandwidth occupied beyond

the Nyquist bandwidth of 1/2Td.

Before final transmission, the baseband signal x(t) is superimposed on a carrier frequency

fc to create a band-pass signal s(t), such that

s(t) = ℜ

{
x(t) e j2π fct

}
. (B.9)
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B.2 Multipath Propagation Channel

For the sake of simplicity, we ignore the channel effect on the passband signal s(t), rather

we focus on the baseband signal x(t). Consider the impulse response of an L path channel,

represented by a discrete number of Dirac delta functions

h(τ, t) =
L

∑
l=1

αl(t)δ (τ− τl(t)), (B.10)

where αl represents channel gain and τl represents channel delay for an arbitrary path

l ∈ 1,2, ...,L that varies with time t.

Assuming the channel is time-invariant over the OFDM symbol duration T , we can write

h(t) =
L

∑
l=1

αl δ (t− τl), 0≤ t ≤ T. (B.11)

Well-known multipath channel models exist that specifies the number of paths (also known

as channel taps) and quantifies the delay and relative power for each of these paths. For

example, the SUI-3 and 4 channel model specified in Table 4.1. Typically, a multipath

channel is modelled by a FIR filter with L-tap coefficients, representing each distinct path

of the channel. Each filter-tap is modelled to follow a particular distribution with the mean

value described in their respective channel models. The Rayleigh fading model is widely

used to model the effect of multipath propagation environment, where no dominant Line-

of-Sight (LOS) path exists. If there is a dominant LOS, the Rician fading model is typically

used.

According to the Rayleigh fading model, the channel impulse response can be reasonably

approximated by a Gaussian random process with zero mean and phase evenly distributed

between 0 and 2π radians. The envelope (i.e. magnitude) of the channel response varies

randomly according to a Rayleigh distribution parameter R, which is defined as the radial

component of the sum of two uncorrelated Gaussian random variables. For example, R =√
X2 + jY 2, where X ∼N (0,σ2) and Y ∼N (0,σ2) are independent Gaussian random

variables with zero mean and a variance σ2.
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Moreover, the variation in the value of a channel tap from one sample to another depends on

the Doppler frequency, which in turn depends on the speed of the transmitter; the higher the

velocity of the transmitter, the higher the Doppler frequency, and the greater the variations

in the channel. The Doppler frequency is defined as

fd =
v cos(θ)

λ
, (B.12)

where v is the velocity of the transmitter, θ is the angle between the direction of arrival of

the signal and the direction of motion, and λ is the wavelength of the signal.

B.3 OFDM Demodulation

B.3.1 Match Filtering and Sampling

After down-conversion, the received signal y(t) is given by the convolution of the trans-

mitted baseband signal x(t) with the channel impulse response h(t) plus some additive

Gaussian noise z(t), i.e.

y(t) = y(t)∗h(t)+ z(t)

=
∫ t

0
y(τ)h(t− τ)dτ + z(t) 0≤ t ≤ T. (B.13)

Before sampling y(t), it is passed through a matched filer to improve the SNR [112]. The

matched filter has an impulse response g(τ), which is a mirror image of the transmitted

pulse p(t) with a time-lag τ , such that g(τ) = p(t−τ), 0≤ t ≤ Td . Finally, r(t) is sampled

at an integer multiple of Td to obtain the discrete-time signal r.

B.3.2 DE-Multiplexing and Recovery

The discrete sequence after sampling can be expressed as
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y(k) =
L

∑
i=1

hix(k− i)+ z(k), k = N−G, ...,N, 1, ...,N, . (B.14)

where z(k) is the additive white Gaussian noise (AWGN) component with zero mean and a

variance. More elaborately,



yN−G
...

yN

y1
...

yN


=



h1 0 0 0 0 0 0

h2 h1 0
... 0 0 0

... h2
. . . 0

... 0 0

hL
... . . . h1 0

... 0

0 hL
... h2 h1 0

...
...

... . . . ... . . . . . . 0

0 0 · · · hL · · · h2 h1





xN−G
...

xN

x1
...

xN


+



zN−G
...

zN

z1
...

zN


. (B.15)

The linear systems of equations in (B.15) can be compactly expressed as

ý = Ĥ · x́+ ź (B.16)

Note that the time-domain channel matrix Ĥ in (B.16) is a Toeplitz matrix, where the

diagonal components of the lower-triangle are same. Since ISI is only present in the first L

samples of the signal, they are removed before OFDM demodulation. Thus, after removing

the CP, the sequence becomes



B.3. OFDM DEMODULATION 213



y1

y2
...
...

YN


=



h1 0 0 0 hL · · · h1

h2 h1 0
... 0 0 h2

... h2
. . . 0

... 0 0

hL
... . . . h1 0

... hL

0 hL
... h2 h1 0

...
...

... . . . ...
... . . . 0

0 0 · · · hL hL−1 · · · h1


×



x1

x2
...
...

xN





z1

z2
...
...

zN


. (B.17)

In compact form:

y = H̃ ·x+ z. (B.18)

Note that H̃ is a circulant matrix, where the row vector is rotated one element to the right

relative to the preceding row. Thus, the use of CP transforms the linear convolution opera-

tion in (B.15) to circular convolution.

Now, the source symbols can be extracted by performing FFT operation on y. The resulting

signal is given by

b = FFT {y}

= W · H̃·x+W · z

= W · H̃ ·WH ·a+ z̄

= H ·a+ z̄, (B.19)

where H is a diagonal matrix derived from the circulant matrix H̃, i.e. H = W · H̃ ·WH

after the FFT operation. The diagonal elements of H contains the frequency response

coefficients of the channel, i.e.
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H =


H1 0 · · · 0

0 H2 0 · · ·
... . . . . . . . . .

0 0 · · · HN

 , (B.20)

where

[H]k =
N

∑
n=1

hn e− j2πkn/N , for ∀k = 1,2, ...,N. (B.21)

From (B.20) and (B.21), we see that the overall OFDM transmission channel can be visu-

alised as N parallel flat-fading Gaussian channels, which have the following relationship:

bk = ak ·Hk + z̄k, for ∀k = 1,2, ...,N, (B.22)

where bk;k = 1,2, ...,N is the received modulation symbols.

Note that hn = 0 if n > L. Therefore, [H]k represents the complex-valued coefficients of the

L-tap FIR filter, i.e.


H1

H2
...

HN

=



1 1 1 · · · 1

1 W W 2 · · · W N−1

1 W 2 W 4 · · · W 2(N−1)

...
...

... . . . ...

1 W N−1 W 2(N−1) · · · W (N−1)2


.×



h1

h2
...

hL
...

0


. (B.23)



Appendix C

Summation Distribution of Lambda

In this appendix, we shall derive the mathematical expectation and variance of the variable

µ = ∑
K
k=1 τkλk, where τ1,τ2 · · ·τK are real numbers, independent from λk. We decompose

λk = λkr + iλki. Let the covariance matrix of [λkr, λki]
T be V (λkr,λki). Since all λk are

independent and identically distributed, the covariance matrix of [µr, µi]
T can be expressed

as

V (µr,µi) =
K

∑
k=1

SkV (λkr,λki)S′k (C.1)

with, Sk =

 τk 0

0 τk

 (C.2)

We shall then apply the central limit theorem on µ to show that its covariance matrix will

be S, and the distribution will be close to Gaussian. We also provide numerical validation

of this claim. In the following, we shall discuss about the density function of λ . Next

we derive the mathematical expectation and variance of λ . Finally, we produce density

function of µ .
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C.1 Probability Density of λ

Consider (5.7). For simplicity, we consider a single user, i.e. L = 1. Let uk = (1−α)hk +

ek + ηk and vk = hk + ek, then λk = uk
vk

= λkr + iλki. Since all λk are independent and

identically distributed, we drop the subscript k. Define:

Σ =

 E(u∗u) E(u∗v)

E(uv∗) E(v∗v)

=

 σu ρσuσν

ρσuσν σν

 , (C.3)

where

σ
2
u = |1−α|2σ

2
h +σ

2
e +σ

2
η

σ
2
v = σ

2
h +σ

2
e

ρ = (1−α)σ2
h +σ

2
e . (C.4)

The variable λ has the probability density function (PDF) [90]:

f (λr,λi) =
(1−|ρ|2)σ2

u σ2
v

π

(
σ

2
v (λ

2
r +λ

2
i )+σ

2
u −2ρrλrσuσv +2ρiλiσuσv

)−2
. (C.5)

Note that,

σ
2
v (λ

2
r +λ

2
i )+σ

2
u −2ρrλrσuσv +2ρiλiσuσv = (σvλr−ρrσu)

2 +(σvλi +ρiσu)
2 +(1−ρ

2
r −ρ

2
i )σ

2
u .

(C.6)

C.2 Mathematical Variance of λ

The covariance matrix of [λr, λi]
T be

V (λr,λi) =

 σ2
r σri

σri σ2
i

 , (C.7)
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where σ2
r = E(λ 2

r )− (E(λr))
2, σri = E(λrλi)−E(λr)E(λi); and E(x) denotes the mathe-

matical expectation of x. E(λr) can be calculated as

E(λr) =
∫

∞

−∞

∫
∞

−∞

λr f (λr,λi)dλrdλi. (C.8)

We evaluate the integral in polar coordinate. Let:

γ =

√
(1−ρ2

r −ρ2
i )σ

2
u

σ2
v

;

λi = r sinθ − ρiσu

σv
, λr = r cosθ +

ρrσu

σv
;

α̂ =
ρrσu

σv
,β =

−ρiσu

σv
, Γ =

(1−|ρ|2)σ2
u

πσ2
v

(C.9)

Then by combining (C.5) and (C.9), we have

E(λr) = Γ

∫ 2π

0

∫
∞

0

(
r2 cosθ

(r2 + γ2)2 +
rα̂

(r2 + γ2)2

)
drdθ

= Γ

∫ 2π

0

[
cosθ

(
−r

2(r2 + γ2)
+

1
2γ

tan−1(r/γ)

)
− α̂

2(r2 + γ2)

]∞

0
dθ

= Γ

∫ 2π

0

[
−
(

π

4γ

)
cosθ +

α̂

2γ2

]
dθ

=
Γπα̂

γ2 =
(1−|ρ|2)ρrσ

3
u

σvσ2
u (1−ρ2

r −ρ2
i )

=
(1−|ρ|2)ρrσu

σv(1−ρ2
r −ρ2

i )

= α̂. (C.10)

Next we compute E(λ 2
r ) by

E(λ 2
r ) =

∫
∞

−∞

∫
∞

−∞

λ
2
r f (λr,λi)dλrdλi. (C.11)
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Using the similar conversion in (C.9), we have

E(λ 2
r ) = Γ

∫ 2π

0

∫
∞

0

(
r3 cos2 θ

(r2 + γ2)2 +
2α̂r2 cosθ

(r2 + γ2)2 +
rα̂2

(r2 + γ2)2

)
drdθ

= Γ

∫ 2π

0

∫
∞

0

(
r3 cos2 θ

(r2 + γ2)2

)
drdθ +Γ

∫ 2π

0

∫
∞

0

(
2α̂r2 cosθ

(r2 + γ2)2 +
rα̂2

(r2 + γ2)2

)
drdθ

= Γ

∫ 2π

0

∫
∞

0

(
r3 cos2 θ

(r2 + γ2)2

)
drdθ +Γ

∫ 2π

0

[
−
(

πα̂

2c

)
cosθ +

α̂2

2γ2

]
dθ

= Γ

∫ 2π

0

∫
∞

0

(
r3 cos2 θ

(r2 + γ2)2

)
drdθ +

Γπα̂2

γ2

= Γ

∫ 2π

0

∫
∞

0

(
r3 cos2 θ

(r2 + γ2)2

)
drdθ + α̂

2 (C.12)

There is no closed form solution of the first integral term. In fact, the solution become

unbounded when r→ ∞. However, it can be bounded by some fixed value of r < ∞. In the

integration, we consider that both (λr,λi) can take values between [−∞,∞]. However in

practice, σh is bounded and σh > σe,ση . Hence, there is a very low probability of (λr,λi)

taking a very large magnitude. An approach to obtain a reliable bound of (λr,λi) would

be using Monte Carlo simulations. Under this approach, one simulates a large number of

realisations of the variable λ according to (5.7); then, these realisations can be used to

compute an estimate of the PDF of f (λr,λi). Note that the accuracy of the distribution

function increases with an increase in the number of simulations performed. Thus, one

can plot the distribution function with respect to (λr,λi) and the bound of (λr,λi) can

be estimated from the boundary of the distribution function within which 99.9% energy

resides.

Finally we compute,

E(λrλi) =
∫

∞

−∞

∫
∞

−∞

λrλi f (λr,λi)dλrdλi. (C.13)
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In polar coordinate,

E(λrλi) = Γ

∫ 2π

0

∫
∞

0

(
r3 cosθ sinθ

(r2 + γ2)2 +
r2(β cosθ + α̂ sinθ)

(r2 + γ2)2 +
rα̂β

(r2 + γ2)2

)
drdθ

= Γ

∫ 2π

0

∫
∞

0

(
r2(β cosθ + α̂ sinθ)

(r2 + γ2)2 +
rα̂β

(r2 + γ2)2

)
drdθ

=
Γπα̂β

γ2

= βα̂. (C.14)

C.3 Probability Density of µ

The PDF of the variable µ can be computed by using the following two steps:

1. Compute characteristic function of µ , and

2. The inverse Fourier transform of the characteristic function will give the PDF of µ .

The characteristic function of µ is by definition the function:

Φ(ω,ϖ) =
K

∏
k=1

E(e−iτk(ωλkr+ϖλki)), (C.15)

where E(x) denotes the mathematical expectation of x. Now using (C.5), we can write:

E(e−iτ(ωλr+ϖλi))

=
(1−|ρ|2)σ2

u σ2
v

π

∫
∞

−∞

∫
∞

−∞

e−iτ(ωλr+ϖλi)

{(σvλr−ρrσu)2 +(σvλi +ρiσu)2 +(1−ρ2
r −ρ2

i )σ
2
u}2 dλrdλi

(C.16)

In polar coordinates, by using (C.9), we get

E(e−iτ(ωλr+ϖλi)) = Γ

∫ 2π

0

∫
∞

0
r

e−i(τω{α+r cos(θ)}+τϖ{β+r sin(θ)})

{r2 + γ2}2 drdθ

= e−i(ωα+ϖβ )
∫ 2π

0

∫
∞

0
r

e−ir(τω cos(θ)+τϖ sin(θ))

{r2 + γ2}2 drdθ . (C.17)
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Write η (ω,ϖ ,θ) := rωcos(θ)+ rϖsin(θ), and

Define

J(ω,ϖ ,θ) :=
∫

∞

0

re−ir η(ω,ϖ ,θ)

{r2 + γ2}2 dr. (C.18)

Then

E(e−iτ(ωλr+ϖλi)) =
∫ 2π

0
J(ω,ϖ ,θ)dθ , (C.19)

and J is essentially the Fourier transform of

r
(r2 + γ2)2 , r ≥ 0,

evaluated at η(ω,ϖ ,θ).

Finally, the probability density function of [µr,µi] can be expressed in terms of Φ(ω,ϖ) as

f̂ (µr,µi) =
∫

∞

−∞

∫
∞

−∞

Φ(ω,ϖ)ei(ωµr+ϖµi)dωdϖ (C.20)

Note that, there is no closed form expression for the Fourier transform in (C.18). Hence,

we need to compute (C.19) and (C.20) numerically in discrete domain.

C.4 Simulation

In this section we provide numerical validation of our claim in Section 5.1.1. By using

the central limit theorem, we show that the distribution of µ can be approximated by a

Gaussian distribution. We further show that the variance of µ . computed using (C.1) and

the procedure in Section C.3, are similar.
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C.4.1 The Distribution of µ

Let a two dimensional random vector [x y]T has multivariate normal distribution. The mean

and variance of the vector are

υ =

 υx

υy

 , V (x,y) =

 σ2
x δσxσy

δσxσy σ2
y

 , (C.21)

where δ is the correlation between x and y. The PDF of the vector is

f̃ (x,y) =
1

2πυxυy
√

1−δ 2
exp

(
−1

2(1−δ 2)

[
(x−υx)

2

σ2
x

+
(y−υy)

2

σ2
y

−
2δ (x−υx)(y−υy)

σxσy

])
.

(C.22)

We aim to check how closely the probability distribution f̂ (µr,µi), evaluated in (C.20), is

matched with the Gaussian distribution f̃ (µr,µi). We evaluate f̂ (µr,µi) in (C.20) for differ-

ent values of µr and µi. We then apply a nonlinear regression to approximate the values of

coefficients υx,υy,σx,σy and δ in (C.22), such that the mean squared error (MSE) between

f̂ (µr,µi) and f̃ (µr,µi) is minimised. The MSE can be used as an indicator of fitness, i.e, a

smaller MSE indicates that f̂ (µr,µi) is closely matched with Gaussian distribution. In par-

ticular, we use the Levenberg-Marquardt algorithm or nonlinear least squares to compute

the fit [113].

We apply the central limit theorem to validate the distribution. We have µ = ∑
K
k=1 τkλk and

set τk ∈ [+1,−1]. Starting from a smaller K, we allow K to take larger value. We found

that the fitness increasing with increasing the value of K. Figure C.1 shows the PDF of

µ = ∑
K
k=1 τkλk for different values of K. As can be seen from the Figures C.1(a)-(c), the

fitness between f̂ (µr,µi) and f̃ (µr,µi) increases with increasing the value of K. We take

τk ∈ [+1,−1], hence the mean of [µr,µi] remain close to zero in Figures C.1(a)-(c).

To illustrate how the mean changes with K, we take τk = 1 in Figure C.1(d). In Figure

C.2, we demonstrate how the MSE between f̂ (µr,µi) and standard Gaussian distribution in

(C.22) decreases with increasing the value of K.
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C.4.2 Comparing Calculated Value and Simulated Value

Figure C.3 demonstrates how the experimental mean and variance (by using simulations

similar in Figures C.1(a)-(c)) are matched with the calculated expected value and variance

evaluated in (C.1). To observe the evaluation of the variance of µr in Figure C.3(a), we

fix a value of K and set τk ∈ [+1,−1]. We then compute V (µr,µi) using (C.1) and (C.7).

Again for the fixed K, we evaluate f̂ (µr,µi) in (C.20) for different values of µr and µi and

fit it with the Gaussian distribution in (C.22). The Gaussian variance will be called the

experimental variance.
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(b) K = 35,τk ∈+1,−1;σµr = 0.9064, MSE=
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(c) K = 144,τk ∈+1,−1;σµr = 2.1269, MSE=
7.0171e−7.
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(d) K = 144,τk = 1;σµr = 2.1272, MSE=
7.0540e−007,mean(µr) = 0.7542.

Figure C.1: Plot of PDF using f̂ (µr,µi) in (C.20) and compute its fitness with f̃ (x,y) in
(C.22). Distribution parameters are σh = 1,σe = 0.05,ση = 0.05. The value of δ is very
small.
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Figure C.3: Comparison of calculated value and experimental value of different
coefficients. Distribution parameter σh = 1.



Appendix D

Voltage Instability Prediction Algorithm

In this appendix, we describe the details of the voltage instability prediction algorithm used

in Section 7.2 to enable adaptive synchrophasor communications.

D.1 The Prediction Algorithm

By combining (7.9) and (7.10) we have

Pt =
QtXt

Rt
+

VtEt

Rt
cosθt−

V 2
t

Rt
. (D.1)

By assuming Qt ,Xt ,Et ,θt remain constant over a short time interval t(`−n) to t` (with ` > n),

we can write

Pt = α1(`)+α2(`)Vt +α3(`)V 2
t , t ∈ [t`−n, t`) , (D.2)

where α1(`) =
QtXt

Rt
,α2(`) =

Et
Rt

cosθt ,α3(`) = −1/Rt remains constant in the fixed time

interval. This assumption is common in some state-of-art techniques [105, 106]. We can
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calculate the values of α1(`),α2(`),α3(`) by using the past n time sampled data as


1 Vt` V 2

t`

1 Vt`−1 V 2
t`−1

...
...

...

1 Vt`−n+1 V 2
t`−n+1




α1(`)

α2(`)

α3(`)

=


Pt`

Pt`−1
...

Pt`−n+1

 , (D.3)

i.e.,

Aα = y,

and solving an optimisation like

min
α
‖y−Avα‖2, (D.4)

where, y = [Pt`,Pt`−1, · · ·Pt`−n+1]
T , and xT indicates transpose of vector x.

The equation (D.2) will construct a parabola. If the parabola can follow the P-V character-

istics curve (see Figure 7.6), then the maximum load transfer Pmax can be approximated by

using the focus of the parabola, i.e.

P`
max =

α2(`)
2 +4α3(`)α1(`)

4α3(`)
. (D.5)

By combining (7.13) and (D.2), it can be shown that the ZIP load curve will intersect the

parabola load curve at:

Vi =
−(α2(`)− kta1)±Γ

2(α3(`)− kta2)
, (D.6)

where Γ =
√

(α2(`)− kta1)2−4(α3(`)− kta2)(α1(`)− ktPc).

At critical loading k∗, the value of Γ = 0. Hence,

k∗ =
−q±

√
q2−4(a2

1−4Pca2)(α2(`)2−4α1(`)α3(`))

2(a2
1−4Pca2)

,

where, q = 4α3(`)Pc +4α1(`)a2−2α2(`)
2a1.
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The prediction P`
max and k∗ will be accurate if the values of Qt ,Xt ,Et ,θt will remain constant

throughout the time t` to t = C. However, it true only for small values of n. Further,

the voltage stabilizer of modern power system keeps the voltage profile virtually fixed

[114], until it reaches closer to the instability point. Hence, it is difficult to predict the P-V

characteristics of a system by using sampled data, when T − t` is not small. Therefore,

developing an prediction algorithm by only observing the P-V characteristics may not be

reliable. To overcome the difficulty, we also estimate the P-θ characteristics of the system.

Let us consider (7.9). By assuming Et ,Xt ,Vt remain constant over a short interval t(`−n) to

t`, we can write

Pt = β1(`)+β2(`)cosθt +β3(`)sinθt , t ∈ [t`−n, t`) . (D.7)

By using the approaches (D.3) and (D.4), we can estimate β , as well as the P-θ character-

istics curve. The maximum of the curve in (D.7) (say P̂`
max) will be an estimate of Pmax.

Let at time t`, the estimation error ‖Pmax− P̂`
max‖ is smaller than ‖Pmax−P`

max‖, i.e. the

P-θ curve approximate the Pmax more accurately than P-V curve1. However, we have to

use P-V curve and (D.2), (D.6) to detect voltage instability point VC. Hence, we need to

improve the prediction accuracy of the P-V curve by using (D.2). In this work, we do this

by moving P`
max closer to P̂`

max, i.e. we redefine the optimisation (D.4)

min
α
‖y−Avα‖2 (D.8)

sub. to
α2(`)

2 +4α3(`)α1(`)

4α3(`)
= P̂`

max

The optimisation cannot be solved directly. Hence, we modify the optimisation in the

following way. If P`
max > P̂`

max then

min
α
‖y−Avα‖2 (D.9)

sub. to
α2(`)

2 +4α3(`)α1(`)

4α3(`)
≤ P̂`

max

1A procedure of identifying prediction accuracy will be described in Section D.2.
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Table D.1: Prediction Procedure

1. Calculate the parameters of (D.11) for all load buses.
2. If ∆V s > ξ then

3. Initialise the adaptive PMU reporting scheme ( Subsection 7.2.2).
4. Calculate the values of α and β in (D.2), (D.7) respectively,
by using (D.4). Compute P`

max and P̂`
max using (D.5) and (D.7).

5. If |P`
max− P̂`

max|> ε , then
6. Compare prediction accuracy of Pmax by P`

max and P̂`
max

using Section D.2.
7. If the prediction accuracy by P̂`

max is higher, then
8. Update the value of α in (D.2) by using the
optimisation in (D.8).

9. End If
10. End if
11. Compute the magnitude of voltage V `

pm corresponding
to the maximum power transfer P`

max by using (D.2).
Estimate unstable voltage V `

C by using (D.6):
V `

C = −(α2(`)−k∗a1)
2(α3(`)−k∗a2)

12. Approximate the times tpm, ts required to reach the
voltage of bus s to V `

pm and V `
C respectively.

V s
t` −V `

pm = ∆V s
t`tpm + 1

2 δ (∆V s
t`)t

2
pm

V s
t` −V `

C = ∆V s
t`ts +

1
2 δ (∆V s

t`)t
2
s .

13. If V s
t` >V `

pm, then
15. Set ts

∗ = ts and V s
∗ =V `

C;
14. Else ts

∗ will be estimated using:
V s

t` −V s
∗ = ∆V s

tst
s
∗+

1
2 δ (∆V s

ts)(t
s
∗)

2.

The value of ts
∗ approximates the time required to move the

voltage of bus s i.e. V s
t` to the point of instability i.e. VC.

15. End If
18. If t∗ < η then

19. Take proper control action to manage load on bus s to
avoid possible voltage instability. The value of η will be
determined by the latency of communication and control system.

20. End If
21. End If
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However, if {P}`max < P̂`
max then the optimisation becomes difficult and we approximate the

solution in the following way

min
α,z

z+ τ‖y−Avα‖2 (D.10)

sub. to, 4(P̂`
max−α1(`)) = z; α2(`)

2−α3(`)z≤ 0,

where τ > 0 is a tuning factor (see Section D.4). Both (D.9) and (D.10) are convex and has

only four variables.

D.2 Comparison of Prediction Accuracy

Let the system will transfer Pmax at t = T sec. If the system P-V curve follows the expres-

sion in (D.2) approximately, one may expect that the prediction accuracy of Pmax will in-

crease when |t`−T | becomes smaller, where |.| indicates absolute value. Let the prediction

of Pmax be P`
max and prediction error e` = |P`

max−Pmax|. Consider a time sequence {t`i}m
i=1

such that |t`1−T | > |t`2−T | · · · > |t`m−T |. Then we may expect e`1 > e`2 > · · ·e`m. Let

another different equation is also applied to estimate Pmax and its estimation error is in-

dicated by ê`i = |P̂`i
max−Pmax|. Let P̂`i

max is closer to Pmax than P`i
max, i.e e`i > ê`i . Since

all equations are trying to converge to Pmax with increasing t`, hence, the change of P`
max

with time i.e., |P`i−1
max −P`i

max| will be larger than |P̂`i−1
max − P̂`i

max|. Let us observe a few time

sequences of P`i
max and P̂`i

max. If P̂`i
max is closer approximation of {P}max, we can expect:

|P`i−1
max −P`i

max| < |P̂`i−1
max − P̂`i

max|; for, i = 2,3, · · ·m. Hence, by comparing the magnitudes

of |P`i−1
max −P`i

max| and |P̂`i−1
max − P̂`i

max|, we can predict which equation approximate the Pmax

closely.

In our proposed approach, two different equations are trying to approximate two different

curves. Equation (D.2) approximates P-V curve, and (D.7) approximates P-θ curve. How-

ever, the value of maximum (i.e. Pmax) is same for the two curves. Hence, we can utilise

the above observation to compare the prediction accuracy of Pmax by an equation.
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D.3 Voltage Instability Predication Procedure

Let the current time instant be t`. We assume that we have the measurements of voltage

magnitude and angle of all load buses at time instants {tr}`r=1. Let at time t`, the volt-

age magnitude and angle of a load bus s be V s
t` and θ s

t` , respectively. We can calculate the

changes of voltage magnitude, angle and the voltage decline rate [115] as

∆V s
t` =

V s
t`m
−V s

t`

M
;∆θ

s
` =

θ s
t`m
−θ s

t`

M
;

δ (∆V s
t`) =

∆V s
t`m
−∆V s

t`

M
; (D.11)

where t` > t`m and t`− t`m = M sec. At t`, we run the procedure in Table D.1.

D.4 Tuning Parameter τ

The value of τ in (D.10) can be tuned by using the historical load data of the power system.

Let the historical data shows that the incident of Step 2 of Table-D.1 is satisfied for S

number of time instants {κi}S
i=1 for different buses. Select a time instant κi. The historical

data can help us to predict the actual value of Pmax and Vpm after the incident at κi. Now

use the value of Pmax in (D.10) instead of P̂`
max. Tune the value of τ in the range [102,106]

for which the constraint in (D.8) is closely satisfied i.e., ‖α2(`)
2+4α3(`)α1(`)

4α3(`)
−Pmax‖ < 1−3.

Let the value of τ is indicated by τ̂i. The procedure is repeated for all times {κi}S
i=1. The

final value of τ = 1
S ∑ τ̂i.
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